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Efficient Multi-Robot Task and Path Planning in
Large-Scale Cluttered Environments

Gang Xu"’, Yuchen Wu'”, Sheng Tao, Yifan Yang

Abstract—As the potential of multi-robot systems continues to
be explored and validated across various real-world applications,
such as package delivery, search and rescue, and autonomous
exploration, the need to improve the efficiency and quality of task
and path planning has become increasingly urgent, particularly
in large-scale, obstacle-rich environments. To this end, this letter
investigates the problem of multi-robot task and path planning
(MRTPP) in large-scale cluttered scenarios. Specifically, we first
propose an obstacle-vertex search (OVS) path planner that quickly
constructs the cost matrix of collision-free paths for multi-robot
task planning, ensuring the rationality of task planning in obstacle-
rich environments. Furthermore, we introduce an efficient auction-
based method for solving the MRTPP problem by incorporating a
novel memory-aware strategy, aiming to minimize the maximum
travel cost among robots for task visits. The proposed method
effectively improves computational efficiency while maintaining
solution quality in the multi-robot task planning problem. Finally,
we demonstrated the effectiveness and practicality of the proposed
method through extensive benchmark comparisons.

Index Terms—Multi-robot systems,
planning, auction mechanism.

task planning, path

I. INTRODUCTION

ULTI-ROBOT task and path planning (MRTPP) prob-

lem aims to enhance the collaborative capabilities of
multi-robot systems, enabling a fleet of robots to perform a
series of tasks in the shortest possible travel distance or time
in real-world applications, such as package delivery [1], target
reconnaissance [2], autonomous exploration [3], search and
rescue [4], and power inspection [5]. In these applications,
the environment is often cluttered with numerous obstacles.
Decoupling task planning and path planning—by first perform-
ing task planning without collision constraints, then generat-
ing collision-free paths for the assigned tasks—can lead to
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higher task execution costs for robots. To ensure high-quality
solutions for the MRTPP problem, it is crucial to consider the
coupling between task planning and path planning [6]. However,
as the number of robots and tasks increases, constructing the
cost matrix for collision-free paths becomes computationally
expensive, particularly in large-scale environments with dense
obstacles. Thus, achieving a trade-off between solution quality
and computational efficiency remains a significant challenge in
the MRTPP problem.

Many methods have been proposed for the MRTPP problem.
For example, Camisa et al. [7] solved a combined task and path
planning problem using a distributed primal decomposition ap-
proach for package delivery applications. Xu et al. [8] addressed
the MRTPP problem in dense environments by separately solv-
ing both the task and motion planning problems. However, the
above methods decouple task planning and path planning, which
may increase the task execution costs for robots in environments
with complex obstacles. In contrast, many existing approaches
consider their coupling. For instance, Liu et al. [9] designed an
integrated optimization method to minimize the total traveling
cost and potential path conflicts. Jin et al. [10] proposed a
method based on differential dynamic programming to solve the
integrated task allocation and trajectory optimization problem.
In addition, some methods address the MRTPP problem by mod-
eling it as a capacitated vehicle routing problem (CVRP) [11] or
a multiple traveling salesman problem (mTSP) [12]. However,
constructing a collision-free cost matrix using these methods is
computationally expensive. In practical applications, ensuring
real-time performance often requires reducing the number of
robots and tasks. As the environment grows or the number of
agents increases, the computational burden escalates, making
real-time matrix construction increasingly challenging. More-
over, to simplify the MRTPP problem, most methods formulate
the objective to minimize the total travel cost of all robots
rather than the maximum individual cost, which better aligns
with real-world needs. However, this simplification inevitably
increases individual travel costs.

To address these issues, we first propose an Obstacle-Vertex
Search (OVS) path planner that efficiently constructs the cost
matrix of collision-free paths between tasks and robots in large-
scale, cluttered environments. Moreover, we formulate the ob-
jective function to minimize the maximum travel cost for robots
in executing tasks and introduce an efficient auction-based
method for solving the MRTPP problem by incorporating anovel
memory-aware strategy. We evaluate the proposed method using
extensive MRTPP instances and make detailed comparisons with
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current state-of-the-art (SOTA) solvers. The experimental results
show that our method outperforms others in terms of solution
quality and computational efficiency.

The main contributions are summarized as follows:

1) A fast path planner suitable for large-scale and cluttered
workspaces that efficiently constructs the cost matrix of
collision-free paths between tasks and robots for solving
the MRTPP problem.

2) An efficient auction-based method for solving the MRTPP
problem by incorporating a novel memory-aware strategy,
aiming to minimize the maximum travel cost for robots to
visit tasks.

3) The source code of our method, along with the compared
SOTA solvers, is released to benefit the community.l

II. RELATED WORKS

One common method for solving the MRTPP problem is to
decouple the task and path planning and solve them separately.
Among the approaches, heuristic methods [13], [14], [15] are the
most popular ones. They improve task planning efficiency and
solutions quality by designing appropriate heuristic functions.
Additionally, many methods [16], [17] employ the mTSP or
CVRP formulations to solve the problem. Furthermore, auction-
based methods [18], [19] have also attracted significant attention
from researchers due to their computation efficiency. However,
these methods plan tasks using a centralized server commu-
nicating with all robots. As the number of robots and tasks
increases, computational complexity grows exponentially, mak-
ing deployment in real-world applications difficult. In contrast,
decentralized methods can significantly reduce computational
complexity. Among them, the most representative is auction-
based methods, such as [20], [21], [22], [23], which dynamically
iterate the allocation results based on rewards, significantly sav-
ing computation time. In addition, due to the high computational
efficiency, deep reinforcement learning (DRL) methods [24],
[25], [26] have also been widely studied for solving the MRTPP
problem. After task planning, classic path planners like A*
[27], jump point search (JPS) [28], and RRT* [29] are often
used to find safe paths for robots to execute tasks. At the same
time, some methods [8], [30] also improve the computational
efficiency of path planning. However, decoupled methods tend to
increase the cost of task execution in environments with cluttered
obstacles [7], [8].

Compared to decoupled methods, approaches that consider
the coupling between task planning and path planning—i.e.,
those that account for the impact of collision-free paths on task
planning—can achieve higher solution quality in dense obstacle
environments. Among them, many methods [9], [11], [31] use a
path planner to construct the cost matrix of collision-free paths
before task planning and then use this matrix in the task planning
solver to obtain high-quality solutions for the MRTPP problem.
However, since these methods aim to minimize the total cost
of the robots, this may increase the time required for task
completion, affecting the efficiency of the multi-robot system. To
address this, some methods [32], [33], [34], [35] set the objective
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function of the MRTPP problem to minimize the maximum cost
among the robots, thereby ensuring the collaboration efficiency
of the multi-robot system in terms of task completion time.
Additionally,some methods [10], [11] transform the MRTPP
problem into classical problems and resort to current advanced
solvers, such as LKH [36], Gurobi [37], and OR-Tools [38].
However, as robots’ workspace expands, existing path planners
struggle to efficiently find collision-free paths. Therefore, it
remains difficult to construct the cost matrix for task planning
efficiently in large-scale, cluttered scenarios. To this end, the
only way to ensure real-time computation for the multi-robot
system is to reduce the scale of the MRTPP problem and find
local collision-free paths instead of global ones at the cost of
sacrificing solution quality.

Unlike the abovementioned methods, we propose a fast path
planner to construct the cost matrix efficiently. In addition, to
enhance the collaboration ability of the multi-robot system,
we formulate the objective function to minimize the maximum
travel cost among robots and introduce an efficient auction-based
approach to solve the MRTPP problem. In conclusion, the pro-
posed method aims to strike a better trade-off between solution
quality and computational efficiency in MRTPP.

III. PROBLEM FORMULATION

This letter addresses the MRTPP problem in large-scale clut-
tered environments, aiming to minimize the maximum travel
distance for a fleet of robots to visit all tasks, starting and
ending at their respective depots. Without loss of generality,
we assume that there are m robots and n tasks, where the
robot set and task set are represented as R = {1,2,...,m}
and 7 ={1,2,...,n}, respectively. Each robot R;, where R
denotes the i-th robot in the robot set R, is required to complete
the assigned tasks with the shortest possible travel distance,
with a maximum of L, tasks and a maximum allowable travel
distance of D! due to its limited battery life. In addition, we
define A, as the distance discount factor, where 0 < A, < 1.
Thus, the reward function for robot R; executing the assigned
tasks can be defined as

J€Ts

where T; C T is the ordered set of tasks allocated to robot R;,
sorted in their execution order, P; is the collision-free path that
robot R; follows to visit all tasks in 7;, P; ; is the part of P;
from the position of R; to the position of task j, and d(P; ;) is
the length of the path segment P; ;.

Accordingly, the MRTPP objective to minimize the maximum
travel cost among robots can be formulated as

Fmin_mex (—fi(T:))
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Fig. 1. Illustration of the proposed OVS planner. The light gray area enclosed
by the dashed box represents the inflated obstacles in O, and a vertex being
None indicates that the corresponding vertex does not exist.

where p(7) denotes the power set of 7', z; ; is a binary variable
equal to 1 if task j is assigned to robot R;, and 0 otherwise.
The constraints are as follows: the number of tasks allocated
to R; must not exceed its task capacity Li  : each task j
can be assigned to only one robot, though a robot may be
assigned multiple tasks; and the distance traveled by R; must
not exceed its allowable travel distance D . In each iteration,
we introduce the marginal reward w; ;, which measures the cost
change from assigning an unallocated task j to robot R;, to
iteratively optimize the objective function. The marginal reward
w5 is derived as

= [i(Tiv{s}) = f:(Ti) =

As shown in (3), a higher marginal reward corresponds to a lower
objective value, making w; ; an effective bidding metric during
the auction process. In this way, the iterative bidding effectively
drives the algorithm toward minimizing the maximum travel
cost across robots. Moreover, the marginal reward w;_; naturally
decreases as more tasks are assigned to robot R;, exhibiting
a property known as diminishing marginal gain. This property
guarantees the convergence of the algorithm, as demonstrated
in [20]. Meanwhile, we assume perfect communication between
all robots.

WD e 3)

IV. METHODOLOGY
A. Obstacle-Vertex Search Planner

This subsection presents our OVS planner, illustrated geomet-
rically in Fig. 1.

We assume that all obstacles are non-intersecting polygons,
which is reasonable as polygons can accurately approximate
diverse shapes in a two-dimensional workspace. Next, we define
the notations used subsequently. We regard the robot as a disc
with radius 7, and let O denote the set of obstacles in the
environment. Note that all obstacles in O are pre-inflated by
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the robot’s radius r. Let the robot’s starting and goal positions
be p, and pg, respectively. Let L(p1, p2) represent a directed
segment in Euclidean space, where p; and p» are its starting and
ending positions, respectively, directed from p; to ps. In each
iteration, let p and p,, denote the current path node and the goal
path node, respectively. Let pg, be the optimal convex vertex
from obstacles in O that minimizes the cost from p to p,. Let
Oin € O denote the set of obstacles that geometrically intersect
the segment L(p, p, ). Initially, p = p; and p, = p,.

Next, we describe how to find the optimal vertex pg, in
each iteration. According to the principles of computational
geometry [39], an optimal collision-free path in an environment
with obstacles must consist of nodes formed by the vertices
of the obstacles, excluding the starting and goal positions.
Based on this principle, our key idea is to find suitable vertices
from the obstacles’ vertices to serve as path nodes for forming
the collision-free path. Suppose there are H obstacles inter-
secting with segment L(p7 p.) in an iteration. Thus, we have
O = {0},02,...,0}. Then, let Vh—{pl,pz,...,pk} be
the set of convex vertlces for the intersecting obstacle o/, where

n € O, with h indexing the intersecting obstacles in Oj,, and
k indexing the convex vertices in V},. Meanwhile, we define the

set Vsubopt C V), of the suboptimal convex vertices for of! as

subopt = {p | L(p pk) Mooy = @} Vp € Vh, Voo, € O,

C))
where the segment L(p, py!), formed by any vertex py! in VI
and the current path node p, does not intersect with any obstacle

0ob in O. Further, let V1. = {pi;, pﬁght} represent the set of the
leftmost and rightmost vertices in Vmbopt along the direction of

segment L(p, p, ). We then define the set V! C V!

opt © Vside of optimal

convex vertices of 0- as

opt {pv | L(papv) N Oob = @ L(pva pv) N Oob = @}, (5)

where p/ € V!, and both the segments L(p,p,) and
L(p!,, pv) do not intersect with any obstacle oy in O. As illus-
trated in Fig. 1, two obstacles intersect with segment L(p, p,) in
the first iteration, where H = 2, p = p,, and p, = py. Taking
the intersecting obstacle ol as an example (i.e., h = 1), its
convex vertices are V; = {p%, pPs,--.,Ps}, and the subopti-
mal convex vertices are Vo = {P1,Pg}. Additionally, the
leftmost and rightmost vertices in V1, . along the direction of

subop
the segment L(p, p,) are Py = Pg and Py, = Pi, respec-
tively. Thus, the leftmost and rightmost vertices form the set
Viide = {Pieri> Phignt}» and the set of optimal convex vertices is
Vi = 0.
Thus, we can derive the formulation for the candidate vertex
" related to the intersecting obstacle ol as

arg m;r}ll d(p', L(p, pv)), lfv(ilp[ # 0,
e

pg _ P 'opl . (6)
arg min d(p/, L(p,py)), if V!
prevh

side 7é (Z)’
side
where d(p’, L(p, p,)) represents the distance from vertex p’ to
segment L(p, p,). Then, let Veana be the set of potential optimal
vertices for all intersecting obstacles, i.e., Veana = {p" | Vh €
{1,2,...,H}, VI, # 0}. Note that as long as a collision-free
path ex1sts, there must be at least one vertex in the intersecting
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obstacles that satisfies the above conditions [39], sO Veang 1S
guaranteed to be a non-empty set. Therefore, we can deduce the
formulation for the optimal vertex pg, as

max d(p;, L(p, pv)) (7
pLEVl

cand

Popt € a8

where d(p?, L(p, p,)) denotes the distance from vertex p to
segment L(p, p,). Note that if there are multiple maximizers,
we select the optimal vertex corresponding to the first one
encountered during the search. As shown in Fig. 1, during the
first iteration, the set Veana = {PL} = {p§} for the intersecting
obstacles ol and o2, is obtained using (6). At the same time,
based on (7), the optimal vertex pg,, equals Pe-

We summarize the OVS planner in Algorithm 1. Initially,
the current path node p and goal path node p, are set to ps
and pg, respectively (Line 1). Then, p, is added to the robot’s
global path Pp,, and all obstacles in O that intersect with the
segment L(p, p,) are identified to form the set O;, (Lines 2-3).
Next, we obtain the optimal vertex pg, in each iteration using
the proposed method (Line 5). We then add pg, t0 Ppan and
update p and p, if segment L(p, pgpl) does not intersect with
any obstacles in O (Lines 8-12). Otherwise, p, is updated to
Popt (Lines 13-14). This process is repeated until pg, equals p,
or poy does not exist.

1) Complexity Analysis: As summarized in Algorithm 1,
the OVS planner’s computation complexity primarily stems
from searching for the optimal vertex pg, and performing
intersection checks. Specifically, the time complexity of
searching for pg, is approximately O(NN) in the worst case,
where N is the total number of vertices of all polygonal
obstacles. Intersection checks are performed by determining
whether the segment L(p, p, ) intersects with the edges of any
obstacle in O, so the time complexity is O(NN) in the worst
case. Thus, the computational complexity per iteration of the
OVS planner is approximately O(N). Assuming K iterations,
the total computational complexity for the planner to find
a collision-free path is O(K x N). Notably, since the OVS
planner does not require constructing a visibility graph [39], it
is much more efficient than visibility graph-based methods. In
fact, its complexity depends on the number of convex vertices
of polygonal obstacles, making it significantly more efficient
in large-scale environments compared to traditional search-
based [28] and sampling-based methods [29]. In particular, our
method supports more efficient recomputation of collision-free
paths when the positions of the robot and tasks are updated.

2) Completeness and Optimality Analysis: Based on the de-
tails of the OVS planner, it is known that as long as there exists
a collision-free path between the current path node p and the
vertex p,, the OVS planner will always find a optimal vertex
Pop such that the segment L(p, p,) does not intersect with
any obstacles in O. Then, the OVS planner updates p to pgy
and continues to find a new non-intersecting segment between
the updated p and the vertex p,. By repeating this process,
the OVS planner will always find a series of non-intersecting
segments connecting the initial p to p,. Since each segment
does not intersect with any obstacles, the resulting path formed
by these segments will also be collision-free. Therefore, it can be
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Algorithm 1: Obstacle-Vertex Search Planner.

Input: p,, py, O

Output: the global path Py, of robot
1 P < Ps, Pv < Py
2 Ppath — {ps}
3 Oy < CheckIntersect(L(p, p,), O)

4 while do
5 Pop < SearchOptVertex(p, p,, Oin)
6 if pg,, does not exist then

7 | return (
8 if ChecklIntersect(L(p, poy), O) is () then

9 Ppath — Ppalh U {pgpt}
10 if py,, == p,y then

1 | return Py

12 P < Popes Pv < Py
13 else

4 || Pot Pon
15 | O < ChecklIntersect(L(p,p,), O)

concluded that the OVS planner is complete in path planning. In
this letter, to improve the computational efficiency of construct-
ing the cost matrix for collision-free paths in task planning, the
OVS planner focuses on finding a path that is close to optimal
with lower computational complexity. Therefore, the optimality
of the OVS planner is approximate.

B. Auction-Based Task Planning

In this subsection, we first employ the OVS planner to con-
struct cost matrices for collision-free paths—between robots and
tasks, as well as among tasks. We then propose a memory-aware
strategy for efficient task planning.

The notations used subsequently are consistent with those in
Section III. Furthermore, we denote p; as the position of robot
R; and p; as the position of task j, where s € R and j € T.
Then, let C; € R™*™ be the cost matrix that represents the
connection costs among all tasks, where m is the number of
tasks. Specifically, its element C;(j1, j2) can be computed by

Ct(jlva) = Len[Ppath(pjl»pjz)]vjlan S Ta (8)

where Len[Ppn(pj,, Pj,)] is the length of the collision-free
path Ppan (Pj,, Pj, ), Which is obtained using our OVS planner.
Similarly, the costs between robot R ; and tasks are accounted for
by Cg, : € R¥™ andits element Cg, ;(j) can be computed by

Cr,+(j) = Len[Ppn(pi, pj),i € R,j € T. 9)

We next present how to implement the proposed memory-aware
strategy. By incorporating our strategy into the auction-based
task planning method, we aim to improve computational
efficiency while ensuring that the solution quality is maintained.
Let ¢%,, be the current total travel distance required for R; to
visit all tasks in 7; in order, and éfemp be the robot’s total travel
distance after adding unallocated task j. Additionally, it is

important to note that the marginal reward w ; is also the bid
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Algorithm 2: Auctions with Memory-Aware Strategy.
Illpllt: j7 Zf:uw 7’7’7 Drinaxy Ct, C'Ri,t
Output: the value of w; ; for assigning task j to R;
1 if a new task is added to 7; then
2 if [7;] > 1 then
3 L gcz:ur — gzur + Ct(’];[72]7 7;[71])
4 else
| Loar
6 Liemp < Ly
7 if 7; is () then
L gtemp — CRmt (])
9 else
10 L Ztemp — Ztemp + Cf(’];[il]v.])

1w+ Alem)
12 if liemp + Cr, t(j)
B3| w01 w

A gzur + CRi7t (7;[_1])

> Dipx

then

14 return w; ;

that robot R; places for each unallocated task j, which can be
obtained by (3). The core idea of the memory-aware strategy
is that, during each iteration, robot R; records the bid for each
unallocated task from the previous iteration. Therefore, in the
latest iteration, if R; does not receive any new tasks, its bid
(i.e., w; ;) for each unallocated task j will remain unchanged,
and R; only needs to use the bid from the previous iteration.
According to (3), if we know the robot’s total travel distance
after adding task j, the marginal reward w; ; can be calculated
with O(1) computational complexity. Thus, by remembering
the current total travel distance £ in each iteration, we can
quickly compute the total travel distance Kfemp after adding task
J» and then use (3) to compute w; ; with O(1) complexity.

‘We summarize the implementation of memory-aware strategy
in Algorithm 2. Specifically, before task planning begins, we first
calculate the cost matrix C; for collision-free paths between
tasks, as well as the cost matrix Cg, ; for collision-free paths
between robot R; and the tasks. When calculating w; ; for each
unallocated task j, if robot R; has been assigned a new task
(i.e., 7; is updated), the current total distance £Z,, is updated;
otherwise, it remains unchanged (Lines 1-5). Note that 7;[—1]
and 7;[—2] denote the last and second-to-last elements of 7;,
respectively. Next, we use the matrices C; and Cg, ;, along
with ¢, to compute the total distance (., after adding task
j (Lines 6-10). Finally, by substituting £, into (3), we can
obtain w; ; with O(1) complexity (Line 11). Furthermore, due
to the maximum travel distance D, limitation, if the total
travel distance after completing task j and returning to robot
R;’s depot exceeds D, the bid w; ; will be discounted by a
factor (empirically 0.1) to ensure that task j is assigned to a
more suitable robot (Lines 12-13). Compared with traditional
auction-based methods, such as [8] [20], [21], [22], [23], each
iteration requires the robot to first compute its current total
reward using (1), then calculate the total reward after adding task
J, and finally determine the bid w; ; by taking their difference.

IEEE ROBOTICS AND AUTOMATION LETTERS, VOL. 10, NO. 9, SEPTEMBER 2025

Although [8], [22] adopt a lazy strategy to reduce redundant
computation, they overlook repeated calculations of marginal
reward w; ;. In contrast, the memory-aware strategy effectively
resolves this issue.

In the consistency conflict phase of task planning, we resolve
task conflicts using the minimum variance consistency approach
to minimize the maximum travel distance among robots. Specif-
ically, if multiple robots place the highest bids for the same task
compared to other tasks, we prioritize assigning the task to the
robot that results in the least variance in travel distances. Finally,
we implement the remaining parts of the task planning using
the lazy-based review consensus algorithm (LRCA) proposed
in [8]. In brief, each robot broadcasts the obtained w; ; and the
corresponding task 7 from the current iteration to its neighbors,
and receives similar information from them. Then, the best
task-robot pair is determined locally using the LRCA algorithm.
Due to page limitations, readers are referred to [8] for details.

V. EXPERIMENT RESULTS

In this section, we evaluate the effectiveness of the proposed
method through extensive and challenging experiments. All
code is implemented in Python and executed on an ASUS
desktop equipped with an Intel(R) Core(TM) 17-8700 CPU and
32 GB of memory.

A. Evaluation of Path Planners

We compare the proposed OVS planner with classic state-
of-the-art planners, including the search-based A* [27] and
JPS [28], the sampling-based RRT* [29], and the learning-based
Neural A* [40], to validate its effectiveness in constructing
the cost matrix for task planning. We conduct 1,000 Monte
Carlo tests in three cluttered environments of small, medium,
and large sizes, with areas of 32 x 32 m2, 256 x 256 m2, and
6000 x 4000 m?, respectively, as shown in Fig. 2. In each test,
the robot’s start and goal positions are randomly generated, and
path planning is performed using the five methods. The average
planning time and average path length from the 1,000 tests are
recorded as evaluation metrics. Note that if a single planning
exceeds 1499.99 ms, the path length is recorded as a penalty
of 3499.99 m. Additionally, the grid map resolutions used by
A*,JPS, and Neural A* in these three environments are 0.25 m,
0.5 m, and 5 m, respectively. To improve efficiency, RRT* ends
the iteration once a collision-free path is found. All methods
apply the same smoothing process to the initial collision-free
paths to remove redundant path nodes.

The results are shown in Figs. 2 and 3. Specifically, Fig. 2
shows the collision-free paths of five planners in a pathfinding
test across three scenarios. In Fig. 3, the Time and Length
represent the average planning time and average path length
in 1,000 tests, with the best results highlighted in bold. By
observing Fig. 3(a), it is evident that OVS achieves the shortest
average planning time, remaining under 10 ms in all three
scenarios. In terms of average planning time, OVS outperforms
the other four planners by up to 3 x in the worst case and 7 X in the
best case. Additionally, as shown in Figs. 2 and 3(b), A* achieves
the best performance in terms of average path length in both
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Fig. 2.

(a) and (b) show the collision-free paths generated by five methods in the small and medium scenarios, respectively, with A* yielding the shortest path

in both cases. (c) presents the pathfinding results of the four remaining methods (excluding Neural A*) in the large-scale scenario. Neural A* failed to generate
a collision-free path due to a planning timeout. Among the remaining methods, the OVS planner yielded the shortest path. (d) The same colors denote the same
methods, and the light red circle and star represent the start and goal positions, respectively.
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Fig. 3. (a) The average planning time over 1,000 tests across the three
environments. (b) The average path length across the same 1,000 tests in the
three environments.

small and medium scenarios. However, the average path length
of OVS is also on par with that of A*. In the large scenario, OVS
achieves the shortest average path length, although the result of
A* is also close. Notably, A* does not perform as well because
the coarse resolution (set to 5 m for computational efficiency)
leads to longer collision-free paths. In contrast, Neural A* fails
to generate collision-free paths within the 1499.99 ms limit in
all trials, resulting in a penalty path length of 3499.99 m.

In summary, the OVS planner can efficiently find collision-
free paths while staying close to the optimal ones generated by
planners like A* and JPS, ensuring negligible impact on task
planning quality in most application scenarios.

B. Comparisons in Large-Scale Cluttered Environments

To thoroughly evaluate the proposed MRTPP method, we con-
duct benchmark comparisons in a large-scale, cluttered scenario
against the following state-of-the-art methods:

® OR-Tools [38]: A state-of-the-art heuristic solver widely
applied for vehicle routing problems (VRP). In solving the
MRTPP problem, we incorporate capacity constraints to
minimize maximum costs among robots.

e [LKH3 [36]: A state-of-the-art solver for constrained TSP
and VRP. We formulate the MRTPP problem as an asym-
metric distance-constrained vehicle routing problem.

e Gurobi [37] + LKH3: Gurobi, a well-known commercial
solver, is used to solve a mixed-integer linear programming
(MILP) problem to minimize the maximum travel distance
for the robots to reach a task, followed by LKH3 to solve
a TSP to determine the task execution order.

e CBBA [20]: A classical auction-based method for task
planning.

e [LRCA [8]: A state-of-the-art auction-based method for
solving the MRTPP problem.

In the large-scale cluttered scenario shown in Fig. 4, we
conducted two sets of benchmark comparisons: one with a
fixed number of tasks and the other with a fixed number of
robots. Each MRTPP instance is defined by a constant number of
robots and tasks; for example, T200R20 represents an instance
with 200 tasks and 20 robots. Each instance is tested 10 times,
with task and robot positions randomly generated in the task
area and robot depot area, respectively, for each test. Since the
advantages of the OVS planner have already been validated in
the previous evaluation, we use it to construct the cost matrix for
collision-free paths required for task planning across all solvers,
ensuring fair comparisons. Finally, we record the average task
planning time (Time) and the average maximum travel distance
(Dist.) of the robot team for each instance, along with their
respective standard deviations, as shown in Table I, with the
best results highlighted in bold. Note that the task planning
time does not include the time for constructing the cost matrix.
Additionally, if the solving time exceeds 600 s, it is considered a
failure, with a penalty of 30 km for the maximum travel distance
in the robot team.

From Table I, it can be observed that, in the majority of
instances, the proposed method achieves the shortest average
solving time. Specifically, the proposed method achieves the
shortest solving time when the number of robots does not
exceed 80 in instances with a fixed number of tasks. Similarly, it
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(a), (b), and (c) The task planning results obtained using our method, LKH3, and the LKH3+Gurobi solvers for an instance with 10 robots and 100 tasks,

respectively. The strong blue box indicates the task area, the dark brown box indicates the robot depot area, circles represent tasks, triangles represent robot depots,

and the robot’s color is the same as that of the tasks it visits.

TABLE I
TASK PLANNING STATISTICS FOR LARGE-SCALE CLUTTERED SCENARIOS

OR-Tools LKH3 Gurobi+LKH3 CBBA LRCA Proposed

Group I
Time [s] Dist. [km] Time [s] Dist. [km] Time [s]  Dist. [km] Time [s]  Dist. [km] Time [s]  Dist. [km] Time [s]  Dist. [km]
T200R20 51.834+7.95 17.164£0.93  14.464+13.23 14.55+0.56 0.2240.01 13.43+0.24  601.7+1.4 30.004-0.00 0.2840.01 12.784+0.12  0.14+0.01 12.78+40.12
T200R30 53.074+10.92 15.2940.57  20.50+22.88 14.574+042 0.3040.01 13.484+0.35 602.841.4 30.00+0.00 0.30+£0.01 12.50£0.09  0.19+0.01 12.50+-0.09
T200R40  57.80411.48 15.114+0.46  30.93£25.13 14594046  0.3740.01 13.63+0.22  604.3+1.9 27.67£6.99  0.35£0.01 12.45+0.09 0.25+0.01 12.451+0.09
Fixed T200R50 60.7749.95 14.69+1.02  37.57433.73 14.474+0.38 0.4240.05 13.53+0.37  606.043.0 23.14+1048 0.41+0.02 12.33+£0.06  0.31+0.01 12.331+0.06
Number  T200R60 65.734+10.66 14.34+0.80  41.50427.95 14.58+0.31 0.4540.01 13.47+0.34  607.94+4.5 23.4949.96 0.4940.02 12.334+0.05  0.40+£0.01 12.3340.05
of Tasks  T200R70 68.76+11.33 13.574+0.43  53.28432.05 14.454+0.88  0.5740.08 13.14£0.18  609.7+5.0 21.10+10.91  0.5940.02 12.33£0.05  0.50+0.02 12.33+0.05
T200R80 73.754+18.46 13.884+0.52  74.90+£47.57 14.57+0.71  0.5840.02 13.084+0.19  613.748.5 23.21+£10.38  0.69+0.02 12.33£0.08  0.64+0.07 12.3310.08
T200R90  76.19418.09 13.641+0.40  83.86£57.78 14.601+0.59  0.6410.02 13.01+0.25 613.947.8 2544+9.14  0.82+0.02 12.284£0.06  0.72+0.02 12.28+-0.06
T200R100  66.83+13.85 13.9940.89  143.84£132.4 14.324+049  0.70+0.03 12.964+0.19 612.64£8.6 17.08£10.60 0.95+0.04 12.284-0.04 0.89+0.06 12.2840.04
TIOOR50  17.8642.81 13.6940.58 8.78+5.60  15.174+0.79  0.2840.01 12.774+0.39  602.74+1.6 20.24£1.33  0.16£0.01 12.25+£0.12  0.14:£0.01 12.251-0.12
T150R50 37.454+6.61 14214049 23.69+15.49 14.7540.50 0.33£0.02 13.06+0.35 607.0£1.6 25.6648.70 0.2740.01 12.37+£0.08  0.22+0.01 12.3740.08
T200R50 70.35+9.62  14.85+0.80  38.90£30.51 14.691+0.56  0.4240.05 13.60+0.46  603.243.0 27.87+6.38 0.41£0.01 12.36£0.08  0.31+£0.01 12.361-0.08
Fixed T250R50 87.15£16.25 15.04+0.54  41.17£22.39 14.5240.74  0.50+£0.05 13.95+0.20  605.244.1 30.00£0.00 0.584+0.01 12.4140.06  0.42+0.01 12.4140.06
Number  T300R50 11644338 15.7240.65 67.79+£28.81 14.4240.56  0.604-0.07 14.631+0.26  608.54+4.7 30.00+0.00 0.7940.04 12.41+£0.04  0.54+0.01 12.4110.04
of Robots T350R50  153.24:21.2 16.2040.34  150.84:65.6 14.094:0.36  0.6640.06 14.6940.32  609.544.1 30.004-0.00  1.044-0.07 12.544-0.20  0.66+-0.02 12.544-0.20
T400R50 19434227 16.1740.55  181.4+£62.8 13.904+0.34  0.79+0.07 15.024+0.26  612.845.9 30.00£0.00 1.3540.08 12.69+0.21  0.81+0.02 12.69+0.21
T450R50 28724658 17.394+0.81 283.2+168.7 1545+4.86 0.95+£0.09 15.70£0.27  616.6£6.7 30.004-0.00 1.754£0.06 13.15+£0.55  1.00£0.05 13.151-0.55
T500R50 27784624 17.66+041 516.44255.0 18.66+7.43  1.00£0.05 15.72+0.28  613.1+7.2 30.004-0.00 2.134+0.12 14.524+1.34  1.18+0.11 14.52+1.34

performs best in terms of solving time when the number of tasks
does not exceed 400 in instances with a fixed number of robots.
In other instances, LKH3+Gurobi yields the shortest solving
time, but the proposed method also achieves comparable results.
Additionally, as the MRTPP problem scale increases, the solving
times of OR-Tools and LKH3 solvers exceed 100 s, while the
CBBA algorithm exceeds 600 s. Among all the methods, the
proposed method and the LRCA algorithm achieve the best
results in all cases, followed by the LKH3+Gurobi, LKH3,
OR-Tools, and CBBA solvers in most cases. It is worth noting
that, in most cases, the CBBA algorithm fails to complete the task
planning within 600 s, leading to the worst results. Furthermore,
Fig. 4 shows the task planning results solved by the proposed
method, LKH3, and LKH3+Gurobi, with an instance of 10
robots and 100 tasks. It can be observed that the proposed method
better balances travel distance and task capacity, resulting in the
shortest maximum travel distance. In contrast, while LKH3 and
LKH3+Gurobi provide relatively good results in travel routes,
they struggle to balance the travel distances between robots,
which leads to a longer maximum travel distance. However,
determining the constraints on task capacity and travel distance
for robots while ensuring the solver achieves shorter maximum
travel distances remains challenging for the LKH3 solver. Next,
we analyze the impact of the proposed memory-aware strategy

on computational efficiency by comparing the proposed method
with the LRCA algorithm. As shown in the statistical results in
Table I, for instances with a fixed number of tasks, as the number
of robots increases, the proposed method gradually approaches
the LRCA in terms of solving time while maintaining an advan-
tage. For instances with a fixed number of robots, we observe that
as the number of tasks increases, the computational efficiency
advantage of the proposed method over LRCA becomes more
pronounced, with efficiency improving by nearly twofold.

In conclusion, the proposed method achieves a superior trade-
off between solution quality and computational efficiency com-
pared to other state-of-the-art solvers, making it highly applica-
ble to tasks such as preloaded package delivery and autonomous
exploration in large-scale, cluttered environments. It should be
noted that dynamic collision avoidance between robots is not
considered in this work. We plan to incorporate such capabilities
in future work to facilitate the real-world application of the
proposed method.

VI. CONCLUSION

This letter presents an efficient multi-robot task and path
planning method for a fleet of robots operating in large-scale,
cluttered environments. We first introduce an obstacle-vertex
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search (OVS) path planner to rapidly construct the cost matrix
for task planning. The evaluation of path planners demonstrates
that our OVS planner can generate near-optimal paths while
improving computational efficiency by up to 7x, significantly
reducing the time required for cost matrix construction. Ad-
ditionally, we propose a memory-aware strategy, which is in-
tegrated into an auction-based task planning framework. This
strategy improves the computational efficiency of task planning
by up to 2x without compromising solution quality. Benchmark
comparisons with five existing state-of-the-art task planning
solvers demonstrate that our proposed method achieves the best
overall performance in computation time and solution quality
for solving the MRTPP problem. Our method does not consider
dynamic collision avoidance, but this can be addressed by inte-
grating existing approaches. Moreover, the solution quality may
degrade when a large number of tasks are handled by few robots.
In future work, we aim to address these limitations and further
promote the practical deployment of our approach.
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