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Abstract—Reliable LiDAR panoptic segmentation (LPS),
including both semantic and instance segmentation, is vital
for many robotic applications, such as autonomous driving.
This work proposes a new LPS framework named PANet to
eliminate the dependency on the offset branch and improve the
performance on large objects, which are always over-segmented
by clustering algorithms. Firstly, we propose a non-learning
Sparse Instance Proposal (SIP) module with the ‘“sampling-
shifting-grouping” scheme to directly group thing points into
instances from the raw point cloud efficiently. More specifically,
balanced point sampling is introduced to generate sparse seed
points with more uniform point distribution over the distance
range. And a shift module, termed bubble shifting, is proposed
to shrink the seed points to the clustered centers. Then we utilize
the connected component label algorithm to generate instance
proposals. Furthermore, an instance aggregation module is
devised to integrate potentially fragmented instances, improving
the performance of the SIP module on large objects. Extensive
experiments show that PANet achieves state-of-the-art perfor-
mance among published works on the SemanticKITII validation
and nuScenes validation for the panoptic segmentation task.
Code is available at https://github.com/Jieqianyu/
PANet .git.

I. INTRODUCTION

LiDAR Panoptic Segmentation (LPS) plays an important
role in 3D scene understanding using point clouds, which
has been an essential task for many robotic applications
such as autonomous driving. LPS combines semantic and
instance segmentation in a single framework, providing both
semantic labels for points in the scenes and instance IDs for
points that belong to instances (things). With the emergence
of large-scale point cloud benchmarks, e.g., SemanticKITTI
[1] and nuScenes [2], LPS has achieved rapid progress.
However, performing reliable panoptic segmentation is still
highly challenging due to the sparse, unordered, and non-
uniform sampled natures of point clouds.

Existing methods for LPS can be mainly divided into
detection-based [3]-[6] and clustering-based [7]-[14] ap-
proaches. The former applied the 3D object detection net-
work to discover instances, which are usually limited by
detection accuracy. The latter achieved instance segmentation
through the center regression and clustering algorithms. For
clustering-based methods, the clustering performance is eas-
ily affected by the point distribution of the regressed centers.
And we found that most existing methods heavily depend
on the learnable offset branch to provide geometric shifts
for center regression. However, it is hard to predict ideal
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geometric shifts due to the sparsity, non-uniform density of
LiDAR point cloud, and various shapes/sizes of instances.
Recently, DSNet [9] designed a learnable dynamic shifting
(DS) module to further shift the regressed centers to the
clustering centers iteratively, but the shifted centers may
not match the ground-truth instance centers. The possible
inconsistency degrades the learning of the DS module.

To address the above problems, we propose a non-learning
Sparse Instance Proposal (SIP) module to directly group
instances from the raw points of things efficiently. We
adopt the “sampling-shifting-grouping” scheme to design our
SIP module. Specifically, to avoid the significant computa-
tional burden and memory overhead caused by shifting and
grouping all the points of things, we introduce a balanced
point-sampling (BPS) strategy. The proposed BPS gener-
ates sparse seed points with a more uniform distribution
over the distance range and implements the point sampling
and assignment simultaneously, improving the efficiency.
Furthermore, a simple but effective shift module, termed
Bubble Shrinking (BS), is devised to efficiently and precisely
shift the seed points to the clustered centers iteratively.
Finally, we group the shifted points into instances by the
Connected Component Labeling (CCL) algorithm, which can
be implemented by the efficient depth-first search. Due to the
cascade design of BPS, BS, and CCL-based grouping, our
non-learning SIP module is effective and efficient and can be
easily extended to other backbones and datasets in a plug-
and-play manner.

Nevertheless, due to the sparsity of LiDAR point clouds,
there are cases where fragmented/over-segment instances
may be generated by clustering algorithms, including our
SIP module, especially when grouping large objects such
as trucks and buses. To improve the completeness of in-
stance segmentation, we propose an Instance Aggregation
(IA) module to further integrate the potentially fragmented
instances. More specifically, we apply the KNN-Transformer
to enhance the interactions among the instance proposals and
merge the instance proposals that belong to the same instance
ID by the instance affinities. Our IA module can complement
the SIP module, further improving the segmentation perfor-
mance of large objects.

Extensive experiments on two large-scale datasets Se-
manticKITTI [1] and nuScenes [2] demonstrate the effective-
ness of our method PANet. Our contributions are summarized
as follows:

e We develop a Sparse Instance Proposal (SIP) module
without extra learning tasks to directly group instances from
the raw points of things, which can be easily extended to
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other backbones and datasets in a plug-and-play manner.

o SIP eliminates the dependency on the offset branch and
accelerates the clustering process due to the cascade design
of BPS, BS, and CCL-based grouping.

e We propose an instance aggregation module to integrate
the possible fragmented instances and complement the SIP
module to improve large objects’ segmentation performance.

e Extensive experiments on both SemanticKITTI [1] and
nuScenes [2] datasets show that our model achieves state-of-
the-art performance.

II. RELATED WORK
A. LiDAR Semantic Segmentation.

According to the data representations, most semantic seg-
mentation methods on point clouds can be categorized into
projection-based, point-based, voxel-based, and multi-view
methods. Projection-based works [15]-[19] project the raw
point clouds into a certain plane such as range-view and
BEYV, which benefit from some efficient 2D CNN architec-
tures but do not always reflect 3D relationships. Following
PointNet/PointNet++ [20], [21], point-based methods [22],
[23] directly process the raw point clouds, which, however,
take a time-consuming local neighborhood search. Voxel-
based methods [24]-[26] voxelized the raw point clouds
and usually apply 3D sparse convolutions [27] to extract
voxel-wise features, reducing the computational burden and
memory overhead. Multi-view methods [13], [28], [29] fuse
different representations of point clouds to exploit their
individual properties. Similar to [14], we combine a sparse
3D CNN and a tiny 2D U-Net to aggregate multi-scale 3D
features and 2D features to improve semantic segmentation,
a vital part of panoptic segmentation.

B. LiDAR Panoptic Segmentation

Most LiDAR panoptic segmentation (LPS) methods usu-
ally consist of semantic and instance branches. Regarding the
implementation of instance segmentation, these approaches
can be classified into detection-based and clustering-based
methods.

Detection-based methods. These methods [3]-[6] inte-
grate 3D object detection [30]-[33] to discover instances.
They adopt the detector to explicitly provide instances’ lo-
cation and size information for further segmentation. Panop-
ticTrackNet [3] utilizes Mask R-CNN [34] for instance
segmentation. EfficientLPS [4] fuses the semantic logits,
bounding boxes, and mask logits and generates the panoptic
segmentation results in the range view, which are further
back-projected to obtain final predictions. AOP-Net [5], and
LidarMultiNet [6] designs a multi-task pipeline to com-
bine 3D object detection and panoptic segmentation. These
methods benefit from the prior information provided by the
detector, but the segmentation performance largely depends
on the detection results.

Clustering-based methods. These methods [7]-[14], [35]
perform clustering algorithms to group thing points into
instances. Panoptic-PolarNet [10] predicts the 2D center

heatmap and points shifts for clustering. DS-Net [9] de-
signed a learnable dynamic shift module to further shift
the regressed centers to the clustering centers. Panoptic-
PHNet [14] introduced a pseudo heatmap generated from
the shifted thing points and a center grouping module to
yield instance centers for efficient clustering. There are
also studies [35] over-segmenting the instances and utilizing
graph networks to aggregate the fragments. We also devise
a clustering scheme. Unlike these methods, the proposed
sparse instance proposal module without extra learning tasks
eliminates the dependency on the offset head. It allows us to
extend it to other backbones and datasets in a plug-and-play
manner. Moreover, different from [35], which merges a large
amount of artificially over-segmented proposals with GNN,
our instance aggregation module focuses on improving the
SIP module’s performance on large objects and utilizes the
KNN-Trasformer to model the relationships among sparse
potentially fragmented instances, which is more effective and
efficient.

III. METHOD

A. Backbone Design

Similar to Panoptic-PHNet [14], we combine a multi-scale
sparse 3D CNN and a tiny 2D U-Net to aggregate multi-scale
3D features and 2D features. As Fig.1(a) shows, the input
LiDAR point cloud P € R¥** (coordinates and intensity) is
first fed into a voxelization layer (similar to the voxelization
in DRINet [25]) to obtain the voxel-wise features Fv0 S
RV'*64 with a dense spatial resolution of L x H x W. And
we project the F” along the z-axis to generate the BEV
feature F, € RO*H>W _ After that, the sparse 3D CNN, which
consists of four encoder blocks used in GASN [26] extracts
the multi-scale 3D features (F,),F2 F} F}). While the 2D
U-Net consisting of a stack of 2D convolutions encodes the
BEV features F; under different receptive fields. We further
back-project the encoded 3D features, and BEV features to
get the point-wise features ( g,fpl, g,fg, ;,fg), which are
concatenated along channel dimension and fed into MLPs for
the fused features f, € RN <64, Finally, the semantic head and
instance branch take the fused features f, as the input and
output semantic confidences and instance proposals.

Semantic head. The MLPs are exploited to predict the
semantic scores for each point. The cross-entropy and lovasz
loss [36] are used to train the semantic head. Moreover,
following [26], we use deep sparse supervision to accelerate
the network’s coverage.

Instance branch. As shown in Fig. 1(a), the instance
branch consists of two modules, namely Sparse Instance
Proposal (SIP) and Instance Aggregation (IA), which are
further introduced in the following sections. We do not use
the commonly used offset branch in [9], [10], [12]-[14]
to predict the geometric center shifts, which are used for
subsequent instance grouping with clustering algorithms. we
utilize the SIP module to directly generate instance proposals
from the raw points of things. Moreover, we use the TA
module to merge proposals of the same instance ID by the
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The overview of the proposed PANet. The backbone consists of a multi-scale sparse 3D CNN and a tiny 2D U-Net to aggregate multi-level 3D

and 2D features. The extracted features are fed into the semantic head for semantic predictions. In the instance branch, the Sparse Instance Proposal (SIP)
module shown in the bottom half is proposed to efficiently group the raw points of things into instances. Moreover, the Instance Aggregation (IA) module
takes point-wise features and integrates the potentially fragmented instances generated by the SIP module. Finally, the semantic predictions and merged
instances are combined to obtain the final panoptic segmentation results. “V2B” denotes the projection of voxel features to BEV features.

instance affinities to boost the SIP module’s performance on
large objects.

B. Sparse Instance Proposal

The sparse instance proposal module receives the semantic
predictions and raw point cloud as the input and generates
the instance proposals, as shown in Fig. 1. Since directly
grouping raw points of things will bring a large computa-
tional burden and memory overhead, we first introduce a
Balanced Point-Sampling (BPS) strategy to obtain sparseS
seed points.

Balanced point-sampling. The widely employed farthest
point sampling (FPS) is computationally expensive. For ex-
ample, it takes over 200 seconds to sample 10% of 1 million
points. While random sampling usually suffers from long-
tail distribution problems [37], i.e., the closer the distance
to the sensor, the denser the point cloud. Therefore, inspired
by PCB-RandNet [37], we devise a Balanced Point-Sampling
(BPS) strategy for generating sparse seed points of things. As
shown in Fig.1(b), the input point cloud is first divided into
voxel blocks, similar to the voxelization operation in Sec. I1I-
A. Then, we scatter the points in the same voxel and calculate
the average of these points as the seed point. It means that
each non-empty voxel contains one seed point that dominates
all points in the same voxel block. Notably, our BPS is

affected by the instance occupancy and voxel resolution
rather than the point density. The seed point distribution
over the distance range can be uniform through our BPS
method. Moreover, different from FPS and random sampling,
which need to exploit K Nearest Neighbor (K-NN) to further
assign corresponding thing points to seed points, our BPS is
convenient and efficient to use the voxel block to implement
the point sampling and assignment simultaneously.

Bubble shrinking. After the BPS, we can obtain the
sparse seed points X € RM*3 of things. The semantics of
a seed point is generated by major voting on all points
corresponding to the seed point. Furthermore, the shift
module, termed bubble shrinking, is exploited to shift the
seed points to centers of instances they belong to. We first
give the minimum radius r,. of thing category ¢ empirically.
Then we establish a graph with all the sparse seed points
as vertices. Two vertices are connected if they belong to
the same category c¢ and their distance is smaller than the
minimum radius r.. We assign each seed point a bubble
which contains points that connect to the seed point. Then
similar to other shift modules [9], [38], the bubbles are
iteratively shrunk L =4 times according to the points in the
bubble as shown in Fig.1(c). In this way, the seed points
will be more clustered. The procedure of bubble shrinking
is illustrated in Algorithm 1. Our bubble shrinking is simple
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Algorithm 1: Bubble Shrinking

Input: Sparse seed points X € RM*3, Minimum
radius R = {rC}ICV; ]

Output: Shifted seed points X’ € RM>3

1 Construct the connected graph G = (V,E) with
adjacency matrix K; (u,v) € E if nodes u,v belong
to the same category ¢ and L2(u,v) < rc

D =diag(K1),X = XT

for i< 1to L do
| X=xD'K

end

X =xT

return X’

N SN AW

and efficient. Notably, in our shift module, the connectivity of
the graph, i.e., the adjacency matrix K is determined initially.
There is no need to rebuild the connected graph in each
iteration, reducing the computation and memory overhead.
Moreover, we experimentally find that keeping the same
graph connectivity across all iterations is more stable.

Point grouping. For instance proposals, we perform point
grouping upon the shifted sparse seed points X’. As shown
in Fig. 1(d), we use the connected component labeling to
group points to instances. Similar to bubble shrinking, the
shifted points are viewed as vertices in a graph, and the
semantic categories and distances determine the connectivity
among vertices. The distance thresholds are empirically set
to half of the minimum radius in bubble shrinking. Then we
regard the connected component in the graph as an instance.
Note that the points dominated by seed points in the same
connected component share an instance ID. We define the
grouped instance proposals as {I,-}iozl. O is the number of
proposals.

C. Instance Aggregation

Due to the effective shifting and grouping, our SIP can
reduce fragmented instances. However, we observed that it
still suffers from the over-segment problem when grouping
big objects such as buses and trucks due to the sparsity
of LiDAR point cloud, as shown in Fig.2. To improve the
performance on large objects, similar to GP-S3Net [35], we
propose to aggregate instances by the instance affinities.
Specifically, given the points set P, and the point-wise
features F; of i-th instance proposal, we utilize MLPs to
enhance F; with the position P; and use the max pooling
to aggregate the enhanced features into the global instance
features g; of shape [64]. The procedure is formulated as
follows:

gi = MaxPool(MLP([F;, P])) (1

where [-] denotes concatenation.

We further apply the KNN-Transformer to implement the
interactions among the global instance features {g,-}iozl. Let
pi = AvgPool(P;) is the center of i-th instance. The indices
of K nearest neighbors for p; are calculated based on their

SIP

SIP + 1A
-5

Fig. 2. False cases where the bus is over-segmented by SIP module. And
IA module can merge the fragmented instances effectively.

spatial location. Then, we index the corresponding K instance
features {g;} jen(;) according to the indices. Through linear
transformations, g; is mapped to ¢; with shape [64] and (k;,v;)
with shape [K,64] is generated by {g;}en(i)- Afterwards,
the similarity weights between ¢; and k; are computed and
multiplied with v; to obtain features g;:

R gioki
8; = softmax ( e )ov; 2)
where o denotes dot-product and C = 64.

The enhanced global instance features {g;}¢, are ex-
ploited to calculate the instance affinities. The instance
affinity s; ; of proposals i and j is computed according to
their global features and the distance of instance centers.
The procedure can be formulated as follows:

si,j = sigmoid[MLP([&;,8;, |pi — p;l])] 3)

which is supervised by binary cross-entropy loss:

Logr =Y [vijlog(sij)+ (1 —yij)log(1=si;)] (4
i

where y; ; is set 1 if proposals i and j share the same instance
ID else 0. Note that the instance ID for each proposal is
determined by major voting. In the inference stage, we merge
two instances if their affinity exceeds a certain threshold.
Similar to the point grouping in Sec. III-B, the merging
procedure can also be implemented by the CCL algorithm
efficiently.

IV. EXPERIMENTS

We conduct extensive experiments on two large-scale
datasets SemanticKITTI [1] and nuScenes [2] to evaluate
our PANet.

A. Datasets and Metrics

SemanticKITTI. SemanticKITTI [1], a large-scale dataset
for autonomous driving, is derived from the KITTI odome-
try dataset [39], which collects 22 data sequences (10 for
training, 11 for testing, and 1 for validation) with a 64-
beams LiDAR sensor. It is the first dataset that presents
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TABLE I
LIDAR PANOPTIC SEGMENTATION RESULTS ON THE VALIDATION SET OF
SEMANTICKITTI. SIP DENOTES SPARSE INSTANCE PROPOSAL AND
SEM INDICATES SEMANTIC SEGMENTATION. ALL RESULTS IN [%].

Method | PQ PQT RQ SQ | moU
KPConv [22] + PV-RCNN [41] | 51.7 574 63.1 789 | 63.1
PointGroup [42] 46.1 540 56.6 746 | 55.7
LPASD [7] 36.5 46.1 - - 50.7
EfficientLPS [4] 59.2 65.1 69.8 750 | 64.9
Panoptic-PolarNet [10] 59.1 64.1 702 783 | 64.5
DSNet [9] 577 634 68.0 77.6 | 63.5
SCAN [43] 57.2 - - - 68.9
Panoptic-PHNet [14] 61.7 - - - 65.7
MaskPLS-M [44] 59.8 - 69.0 763 | 619

Sem + Offset + MeanShift [38] | 59.8 64.7 70.6 78.1 | 68.1
Sem + Offset + DBScan [45] 59.6 645 702 785 | 68.1
Sem + Offset + HDBScan [46] | 60.0 649 704 78.7 | 68.1

Sem + Offset + DS [9] 60.1 650 70.7 785 | 68.1
Sem + MeanShift [38] 577 627 69.1 767 | 68.1
Sem + SIP (Ours) 615 664 71.7 79.1 | 68.1
PANet (Ours) 61.7 66.6 71.8 79.3 | 68.1

the challenge of LiDAR-based panoptic segmentation. Se-
manticKITTI provides annotated point-wise labels in 20
classes for segmentation tasks, among which 8 classes are
defined as things classes, and the rest are stuff classes.

NuScenes. The other large-scale dataset nuScenes [2] also
releases the challenge of panoptic segmentation. It contains
a wide diversity of urban scenes, including 850 scenes for
training and validation and 150 for testing. nuScenes uses
a 32-beam LiDAR sensor to create annotations in 2 Hz,
which contains 6 stuff classes and 10 thing classes out of
16 semantic classes.

Metrics. As defined in [40], we take Panoptic Quality
(PQ), Segmentation Quality (SQ), and Recognition Quality
(SQ) as the evaluation metrics. The metrics for things and
stuff are calculated separately, i.e., PQ™,SQ™ RQ™ and
PQ5, SQS, RQ®!. In addition, we also report PQT defined
by swapping the PQ of each stuff class to IoU and then
averaging over all classes. Mean IoU (mloU) is also adopted
to evaluate the quality of semantic segmentation.

B. Implementation Details

The voxelization space for the backbone is limited in
[[£48],[+48],[—3,1.8]] and the voxelization resolution is set
to [0.2,0.2,0.1] in meters. During training, similar to [9], we
apply data augmentation such as global scaling and random
flipping on the input points of both datasets. Our model is
trained for 50 epochs following [26] for semantic segmen-
tation and another 10 epochs for the instance aggregation
module with a total batch size of 8 on 2 NVIDIA RTX
3090 GPUs. The minimum radius in the bubble-shrinking
module is empirically given according to the average size
of things in each class. Moreover, we use per-category
histogram thresholding to determine the merging threshold
in the instance aggregation module.

C. Comparison with the State-of-the-art.

Quantitative Results. Table I shows that PANet outper-
forms all baseline methods on SemanticKITTI validation by
a large margin. The PANet performs slightly lower on mIOU
than SCAN while surpassing SCAN by 4.5% in terms of
PQ. PANet also achieves competitive performance on the
SemanticKITTI test set, as shown in Table II. For example,
PANet outperforms the clustering-based methods Panoptic-
PolarNet, DS-Net, and EfficientLPS by 6.4%, 4.6% and 6.6%
in terms of PQ™. Notably, the SIP module in our PANet
requires no extra training. However, PANet still performs
best on validation and outperforms most clustering methods
on test split, demonstrating the effectiveness of our methods.
We also evaluate PANet on nuScenes validation. The results
are presented in Table III. Our approach achieves state-of-
the-art performance on all reported metrics, which confirms
the advantages of our PANet.

Qualitative Results. We visualize the results of our PANet
and some LPS methods (DSNet [9], and Panoptic-PolarNet
[10]) with released codes on the SemanticKITTI test set
to validate our PANet. As shown in Fig. 3, our PANet
performs better than DSNet and Panoptic-PolarNet on both
crowded scenes (upper part of the figure) and large object
segmentation such as trucks and buses (bottom half).

D. Ablation Study

We conduct ablation studies on network components,
clustering algorithms, and sampling algorithms on Se-
manticKITTI validation. The running time is tested on a
single NVIDIA 1080 TI.

Ablation on network components. We analyze the effects
of the 2D features, Sparse Instance Proposal (SIP) module,
and Instance Aggregation (IA) module. Table IV shows the
detailed ablation studies. When taking the balanced point-
sampling (BPS) and CCL-based point grouping (PG) for the
instance proposal (line 1), our model has already achieved
good performance, demonstrating the effectiveness of the
combination of our BPS and CCL-based point grouping.
Moreover, the bubble shifting (BS) can further boost the
performance by 1.5% on PQ™ (line 1 vs. line 2). Besides,
the 2D features bring the gain by 0.6% on PQ and 0.4% on
mloU (line 2 vs. line 3). Our IA module also improves the
performance by 0.5% on PQ™ (line 3 vs. line 4). As shown
in Table V, IA presents a significant quality improvement on
large objects such as Truck (+3.1% on PQ), which shows
its effectiveness in aggregating the over-segmented large
objects.

We also provide another baseline to show the effectiveness
of our non-learning SIP module. The baseline denoted as
“sem + MeanShift” comes from the combination of semantic
predictions and MeanShift [38] clustering on raw points of
things, as shown in Table I. Compared to the baseline, our
SIP brings a significant improvement (+3.8% on PQ).

Ablation on clustering algorithms. We compare our
PANet (the scheme of SIP attached with the IA) with three
widely used clustering algorithms: MeanShift [38], DBScan
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TABLE I
LIDAR PANOPTIC SEGMENTATION RESULTS ON THE TEST SET OF SEMANTICKITTI. ALL RESULTS IN [%].

Method | P PQ" RQ SQ | PQ™ RQ™ sQ™ | PQS RQY  SQS | mloU
RangeNet++ [16] + PointPillars [33] | 37.1 459 470 759 | 202 252 752 | 493 628 765 | 524
LPSAD [7] 380 470 482 765 | 256 318 768 | 471 601 762 | 509
KPConv [22] + PointPillars [33] 445 525 544 800 | 327 387 815 | 531 659 790 | 588
Panoster [11] 527 599 641 807 | 494 585 833 | 551 682 788 | 599
Panoptic-PolarNet [10] 541 607 650 814 | 533 606 872 | 548 681 772 | 595
CPSeg [47] 570 635 688 822 | 551 641 861 | 584 723 793 | 627
DS-Net [9] 559 625 667 823 | 551 628 872 | 565 695 787 | 616
EfficientLPS [4] 574 632 687 830 | 531 605 878 | 60.5 746 795 | 614
Panoptic-PHNet [14] 615 679 721 848 | 638 704 907 | 595 733 805 | 66.0
MaskPLS-M [44] 582 693 686 839 | 557 617 892 | 60.0 737 800 | 625
PANet (Ours) | 585 652 698 830 | 597 681 872 | 576 710 799 | 646
TABLE III

LIDAR PANOPTIC SEGMENTATION RESULTS ON THE VALIDATION SET OF NUSCENES. ALL RESULTS IN [%].

Method | PQ PQ’ RQ SQ | PQ™ RQ™  sQ™ | PQY RQS  SQ% | mloU
PanopticTrackNet [3] 514 562 633 802 | 458 55.9 81.4 60.4 75.5 78.3 58.0
DS-Net [9] 425 510 503 836 325 38.3 83.1 592 703 84.4 707
EfficientLPS [4] 620 656 739 834 56.8 68.0 83.2 70.6 83.6 83.8 65.6
Panoptic-PolarNet [10] | 634 672 753 839 59.2 703 84.1 704 83.5 83.6 66.9
GP-S3Net [35] 610 675 720 841 56.0 652 85.3 66.0 78.7 82.9 75.8
PVCL [12] 649 678 779 816 59.2 725 79.7 67.6 79.1 713 739
SCAN [43] 651 689 753 857 60.6 70.2 85.7 72.5 83.8 85.7 774
MaskPLS-M [44] 577 602 660 718 64.4 733 84.8 522 60.7 624 62.5
PANet (Ours) | 692 729 807 850 | 695 79.3 86.7 | 687 82.9 821 | 726
TABLE IV TABLE VI

EFFECT OF THE NETWORK COMPONENTS ON THE VALIDATION SET OF
SEMANTICKITTI. BPS, BS, AND PG DENOTE BALANCED
POINT-SAMPLING, BUBBLE SHRINKING, AND POINT GROUPING.

SIP Th Th
3D 2D poc  BS /PG IA‘ PQ RQ ‘PQ RQ™ | mIoU
v ox  VIxIv o x|602 704|636 704 | 677
v ox  VIVIY  x|609 710|651 719 | 677
OV VIVIV  x|6l5 717|670 744 | 68.1
Vv  VIVIvV v |6L7 718|615 746 | 68.1
TABLE V

PER-CLASS PQ RESULTS OF IA MODULE ON THE VALIDATION OF
SEMANTICKITTI. OV DENOTES OTHER-VEHICLE.

Module ‘ pQ™ ‘ Car Truck ov
w/o TA 67.0 91.6 61.2 59.2
w/ IA 67.5 92.1 64.3 (+3.1) 59.6

[45], and HDBScan [46]. We also give the results of the Dy-
namic Shift (DS) module [9]. Following common practices,
we add an offset head composed of three linear layers to pre-
dict the point-wise offset vector to the instance center. And
these clustering algorithms group instances upon the shifted
points of things. The results are presented in Table I and
show that our methods surpass all listed clustering methods
in PQ accuracy. Significantly our PANet outperforms the DS
module by 1.6% in terms of PQ. Notably, the performance
of MeanShift clustering without the offset branch decreases

COMPARISON BETWEEN SIP AND DS MODULES.

Module | PQ™  RQ™  SQ™ | Time (ms)

DS [9] 63.8 72.1 85.9 259.1

SIP (Ours) | 67.0 74.6 87.2 19.5
TABLE VII

ABLATION ON POINT-SAMPLING ALGORITHMS.

Module ‘ pQ™ RQ™ sQ™ ‘ Time (ms)
FPS 67.5 74.3 87.6 58.8
Random 66.6 74.2 87.1 36.3
BPS (Ours) 67.5 74.6 87.6 19.5

by 2.1% in terms of PQ, which further clarifies our claim
in Sec. I. Furthermore, the model equipped with only our
SIP achieves 61.5% in terms of PQ and performs better than
those baselines which exploit offset head for the geometric
shift. We also provide a detailed comparison between our
SIP and DS modules in Table VI, showing that our model
performs better in both accuracy and speed (~ 13x faster).
Notably, our SIP is non-learning and can be extended to other
backbones and datasets in a plug-and-play manner.
Ablation on point-sampling algorithms. We replace the
Balanced point-sampling (BPS) module with the farthest
point-sampling (FPS) and random sampling algorithms to
further demonstrate the effectiveness of our BPS. For a fair
comparison, the number of seed points is consistent for
the three methods. And for the FPS and random sampling
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segment big objects correctly.

algorithms, the K Nearest Neighbor (K-NN) algorithm is
applied to assign the corresponding points to the seed points.
For convenience, we test the running time of SIP modules
equipped with different sampling algorithms to provide an
efficiency comparison. The results are listed in Table VII and
show that our BPS achieves comparable performance with
FPS in accuracy and has the lowest latency. For example,
BPS outperforms random sampling by 0.9% in terms of PQ™
and is 3 times faster than FPS. It is noteworthy that random
sampling is slower than our BPS. The reason lies in the
K-NN assignment, which brings the additional computation
overhead.

V. CONCLUSION

In this paper, we propose a LiDAR panoptic segmen-
tation framework named PANet to avoid the dependency
on the offset branch and the over-segmented problem on
large objects. PANet devises a non-learning Sparse Instance
Proposal (SIP) module to directly group thing points into
instances from the raw point cloud efficiently. SIP does
not require extra training and can be easily extended to
other backbones and datasets in a plug-and-play manner.
Moreover, the Instance Aggregation (IA) module is proposed
to integrate the fragmented instances, which can complement
the SIP module and improve the completeness of segmen-
tation on large objects. Our method achieves the state-of-
the-art among published works on both SemanticKITTI and
nuScenes benchmarks.
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