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Hyperbolic Binary Neural Network
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Abstract— Binary neural network (BNN) converts
full-precision weights and activations into their extreme 1-bit
counterparts, making it particularly suitable for deployment on
lightweight mobile devices. While BNNs are typically formulated
as a constrained optimization problem and optimized in the
binarized space, general neural networks are formulated as
an unconstrained optimization problem and optimized in the
continuous space. This article introduces the hyperbolic BNN
(HBNN) by leveraging the framework of hyperbolic geometry to
optimize the constrained problem. Specifically, we transform the
constrained problem in hyperbolic space into an unconstrained
one in Euclidean space using the Riemannian exponential
map. On the other hand, we also propose the exponential
parametrization cluster (EPC) method, which, compared with
the Riemannian exponential map, shrinks the segment domain
based on a diffeomorphism. This approach increases the
probability of weight flips, thereby maximizing the information
gain in BNNs. Experimental results on CIFAR10, CIFAR100,
and ImageNet classification datasets with VGGsmall, ResNet18,
and ResNet34 models illustrate the superior performance of our
HBNN over state-of-the-art methods.

Index Terms— Binary neural network (BNN), deep learning,
hyperbolic geometry, model compression.

I. INTRODUCTION

DEEP neural networks (DNNs) have achieved remarkable
success in various computer vision fields, includ-

ing image classification [1], [2], object detection [3], [4],
semantic segmentation [5], [6], and more. However, the
massive parameters and computational complexity of DNNs,
which contribute to their success, limit their deployment on
lightweight mobile devices. To address this problem, various
compression methods are being proposed, with the main
approaches, including pruning [7], [8], [9], quantization [10],
[11], [12], [13], [14], and distillation [15].

In the context of resource-constrained and low-power
devices, quantization emerges as a more effective and universal
scheme compared with pruning [16]. Specifically, quantization
converts full-precision weights and activations into their low-
precision counterparts. In the extreme case, neural network
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binarization restricts weights and activations to two possible
discrete values {−1,+1}, offering two advantages as follows:
1) a 32× reduction in memory compared with the correspond-
ing full-precision version and 2) the multiply-accumulation
operation can be replaced with the efficient XNOR and bit-
count operations.

Neural network binarization is typically formulated as a
constrained optimization problem with respect to the dataset
D = {xi , yi }

m
i=1 and the set of all possible binarized solutions

X ⊂ Rn

min
w∈X

L(w;D) :=
1
m

m∑
i=1

L(w; (xi , yi ))

where w is an n dimensional weight vector and L represents
the loss function, such as cross-entropy loss. Using a mirror
descent framework [17], Ajanthan et al. [18] transformed the
constrained problem into an unconstrained one through a
mapping P : Rn

→ X , such that

min
w̃∈Rn

L(P(w̃);D).

Subsequently, P(w̃) ∈ X is gradually binarized to a discrete
set Bn

= {−1,+1}n during the training process, where P is
defined as a mirror map.

In BNNs, the norm of the binarized weight vector in
each layer is fixed and is solely determined by the dimen-
sion of the weight. In other words, the binarized weight
resides on a ball with a constant radius, forming a hyperbolic
space. In this article, we introduce a hyperbolic binary neural
network (HBNN) to formulate neural network binarization
as a optimization problem in the framework of hyperbolic
space. Specifically, we transform the constrained problem in
hyperbolic space into an unconstrained one in Euclidean space
using the Riemannian exponential map. This approach is more
conducive to optimizing BNNs than directly converting the
optimization problem from the constrained and binarized space
to the unconstrained and continuous space.

On the other hand, recent research [19] has demonstrated
that a high ratio of weight flips, where weight flips mean that
positive values turn to negative values and vice versa, can max-
imize the information gain to optimize BNNs’ performance.
In this context, we propose the exponential parametrization
cluster (EPC) (φF (·) : Rn

→ Dn
r ) shown in Fig. 1. This

approach is a differentiable map from the tangent space (Rn)
to the hyperbolic space (Dn

r ). In this case, the constrained
optimization problem in hyperbolic space is transformed into
an unconstrained one in Euclidean space

Original problem: min
w∈Dn

r

L(w;D)

Unconstrained problem: min
w̃∈Rn ,F∈Dn

r

L(φF (w̃);D) (1)
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Fig. 1. EPC φF transforms a vector v into the mapped cluster φF (v)

using an original cluster F = {F1,F2, . . . ,Ft }, where F and φF (v) exist
in hyperbolic space, while v resides in Euclidean space. In contrast, the
Riemannian exponential map exp transforms a vector v into the mapped point
exp(v).

where the cluster F consists of a series of candidate points
{F1,F2, . . . ,Ft }. In comparison with the Riemannian expo-
nential map [20] exp(·), our proposed EPC extends the
mapping result from a single point to a cluster of points. Inher-
ently, the Riemannian exponential map exp(·) is equivalent to
φFi (·), where Fi is a candidate point from the cluster F .

The main contributions of this article are summarized in the
following three aspects.

1) We propose the HBNN by leveraging the framework
of hyperbolic geometry to optimize the constrained
problem. Specifically, we transform the constrained
problem in hyperbolic space into an unconstrained one
in Euclidean space using the Riemannian exponential
map.

2) We introduce the EPC, which, compared with the Rie-
mannian exponential map, shrinks the segment domain
on the basis of a diffeomorphism. This approach
increases the probability of weight flips, maximizing the
information gain in BNNs.

3) Experimental results on CIFAR10, CIFAR100, and Ima-
geNet classification datasets with VGGsmall, ResNet18,
and ResNet34 models illustrate the superior performance
of our HBNN over state-of-the-art methods.

II. RELATED WORK

A. Optimization on Manifolds

Many optimization methods on manifolds have Riemannian
analogs [21], [22]. Parametrization is an important technique
for converting problems with manifold constraints into uncon-
strained problems in Euclidean space. Helfrich et al. [23]
introduced orthogonal and unitary Cayley parametrizations,
which construct orthogonal weight matrices through a scaled
Cayley transform in recurrent neural networks. Lezcano-
Casado and Martinez-Rubio [24] introduced the orthogonal
exponential parametrization derived from Lie group theory
using the Riemannian exponential map. Casado [25] further

introduced dynamic parametrization as a gradient-based opti-
mization that combines the advantages of the Riemannian
exponential and Lie exponential.

B. Binarization Methods

The introduction of the nondifferentiable sign function in
neural network binarization leads to a performance drop. For
instance, XNOR [26] introduced accurate approximations by
binarizing not only the weights but also the intermediate
representations in DNNs. This approach aims to reduce the
quantization error between the full-precision weights and
their binarized counterparts. XNOR++ [27] further fused
the activation and weight scaling factors into a single factor,
improving overall performance. BiReal [28] addressed the
problem of infinite or zero gradients caused by the sign
function by propagating full-precision activations through
a parameter-free shortcut in each binarized convolution.
Proxy-BNN [29] introduced a proxy matrix to serve as the
basis for the latent parameter space, aiming to reduce the
quantization error of weights and restore the smoothness
of BNNs. Recently, IR-Net [30] proposed a balanced and
standardized binarization method in the forward pass, mini-
mizing the information loss by maximizing the information
entropy of binarized weights and minimizing the quantization
error. RBNN [19] analyzed the angle alignment between
full-precision weights and their binarized counterparts, high-
lighting that around 50% weight flips can maximize the
information gain. ReCU [31] employed the weight normal-
ization [32], [33] to revive “dead weights,” increasing the
probability of updating these weights in BNNs.

III. PRELIMINARIES

Here, we provide background knowledge on Riemannian
geometry and BNNs.

A. Riemannian Geometry

We briefly introduce the basic concepts of Riemannian
geometry, and for more in-depth propositions, see [34]
and [20].

1) Tangent Space: For an n-dimensional connected mani-
fold M, the tangent space at a point p ∈ M is defined as
TpM. This is a real vector space that can be described as
a high-dimensional generalization of a tangent plane. Also,
such a tangent space exists for all points p ∈ M. Thus,
the description of tangent spaces aligns with Euclidean space,
denoted as TpM ∼= Rn .

2) Riemannian Manifold: Riemannian manifolds are
endowed with a smooth metric gp : TpM × TpM→ R that
varies smoothly with p, enabling the construction of a distance
function dg :M ×M→ R. When describing a Riemannian
manifold, the Riemannian metric is inherently equipped by
default, denoted as (M, g).

3) Geodesics: In a complete Riemannian manifold,
a smooth path of minimal length between two points on M
is termed a geodesic. Mathematically, a geodesic is defined
as γp,v(t) : t ∈ [0, 1] → M, such that γp,v(0) = p
and γ ′p,v(0) = v for v ∈ TpM. Geodesics serve as the
generalization of straight lines in Euclidean space.
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4) Exponential Map: The Riemannian exponential map,
denoted as exp : TpM→M, serves to map rays starting at
the origin in the tangent space TpM to geodesics on M. For a
given geodesic, the parameter t ranges from 0 to 1, resulting in
exp(tv) := γp,v(t). Specifically, the distance on the manifold
between a point p and the exponential map exp(v) is given
by dg(p, exp(v)) = ∥v∥g .

B. Binary Neural Network

Now, let us delve into the mechanism of BNNs and explore
how the binarization and gradients are computed.

1) Forward Pass: During the inference phase of a BNN,
the binarization function is expressed in a deterministic
form [26], [35]

xb
= sign(x) =

{
+1, if x ≥ 0
−1, otherwise

(2)

where x can represent either weights w or activations a.
2) Backward Pass: During backpropagation, the gradient

suffers from the problem of either infinite or zero when
propagating through the binarization function. To address this
problem, Hinton et al. [36] and Bengio et al. [37] proposed the
straight-through estimator. Consequently, this estimator of the
gradient with respect to binarized weights can be approximated
as follows:

∂L
∂w
=

∂L
∂wb
·
∂wb

∂w
,

∂wb

∂w
:=

{
1, if |w| ≤ 1
0, otherwise.

(3)

On the other hand, based on the polynomial function [28],
an estimator of the gradient with respect to binarized activa-
tions can be formulated as follows:

∂L
∂a
=

∂L
∂ab
·
∂ab

∂a
,

∂ab

∂a
:=


2+ 2a, if − 1 ≤ a < 0
2− 2a, if 0 ≤ a ≤ 1
0, otherwise.

(4)

3) Activation Function: In a BNN, the activation function,
such as ReLU, is avoided, because the binarized activation
values through ReLU would all become 1. Typically, Hardtanh
is applied instead.

IV. HYPERBOLIC BNN

A. Poincaré Ball

The hyperbolic space has several isometric models [38],
which are not only conformal to Euclidean space but also offer
powerful and meaningful geometrical representations [39].
We choose the Poincaré ball model, as suggested by the
previous works [40], [41]. By denoting an n-dimensional
Poincaré ball with radius 1/

√
r as Dn

r := {x ∈ Rn
| r∥x∥2 <

1}, the equipped hyperbolic metric is given by

gH
x = λ2

x gE , where λx :=
2

1− r∥x∥2 . (5)

Here, gE represents the Euclidean metric, i.e., the identity
matrix. For r > 0, Dn

r denotes the open ball (Poincaré ball).
When the radius r equals zero, the Poincaré ball Dn

r recovers

the Euclidean space, i.e., Dn
0 = Rn . Similarly, we can denote

an n-dimensional sphere with radius 1/
√

r as Sn
r := {x ∈ Rn

|

r∥x∥2
= 1}, expressed by the boundary of the Poincaré ball,

namely, ∂Dn
r .

B. Exponential Parametrization Cluster

Building upon (1), we aim to transform the constrained
optimization problem of binarization in hyperbolic space into
an unconstrained optimization problem in Euclidean space. For
a weight vector w̃ in Euclidean space, we can compute its EPC,
i.e., φF (w̃), which is composed of a series of weight vectors
{φF1(w̃), φF2(w̃), . . . , φFt (w̃)} in hyperbolic space.

Given a weight vector w̃ ∈ TpDn
r (
∼=Rn)\{0}, where p ∈ Dn

r ,
the EPC with a cluster F = {F1,F2, . . . ,Ft } ∈ Dn

r can be
expressed in the Poincaré ball with the radius 1/

√
r as follows:

φF (·) :=



F1 ⊕

(
tanh

(
√

r
λp∥ · ∥

2

)
·

√
r∥ · ∥

)
F2 ⊕

(
tanh

(
√

r
λp∥ · ∥

2

)
·

√
r∥ · ∥

)
...

Ft ⊕

(
tanh

(
√

r
λp∥ · ∥

2

)
·

√
r∥ · ∥

)


. (6)

Geometrically, the EPC starts with a cluster F and takes v as
the initial tangent vector on the geodesic. This vector satisfies
that the geodesic distance from the mapped cluster φF (v) to
the original cluster is ∥v∥g . It is important to note that the nota-
tion ⊕ used here follows the addition formalism for hyperbolic
geometry, differing from the traditional Euclidean geometry.
The nonassociative algebra for hyperbolic geometry can be
expressed in the framework of gyrovector spaces [42], [43].

Addition [39]: In the Poincaré ball, the addition of p and
q in Dn

r is defined as follows:

p ⊕ q :=

(
1+ 2r⟨p, q⟩ + r∥q∥2

)
p +

(
1− r∥p∥2

)
q

1+ 2r⟨p, q⟩ + r2∥p∥2∥q∥2 . (7)

Given that the Riemannian exponential map exp(·) is con-
strained by a point, the corresponding representations exp(w̃)

do not contribute to an increased probability of weight flips.
In contrast, our mapped cluster φF (w̃) provides more candi-
date representations by training a cluster F , thereby increasing
the probability of weight flips. We will theoretically elabo-
rate on the role of the EPC in weight flips in Section V.
An overview of our HBNN with the EPC is presented in Fig. 2.

Subsequently, we can formulate the unconstrained problem
for the weight vector, unifying (1) and (6), as follows:

min
w̃∈Rn

min
F∈Dn

r

L
(
{φF1(w̃), φF2(w̃), . . . , φFt (w̃)};D

)
. (8)

C. Backward Mode and Gradient Computation

In order to fully implement our HBNN in the deep learning
framework, it is crucial to efficiently compute gradients for the
problem stated in (8). During backpropagation, we first keep
the weight vector w̃ unchanged. Using a learning rate η > 0,
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Fig. 2. Overview of our HBNN with the EPC. By training an original cluster F = {F1,F2, . . . ,Ft }, we map a weight vector w̃ into the mapped cluster
φF (w̃) = {φF1 (w̃), φF2 (w̃), . . . , φFt (w̃)}. Subsequently, we obtain an optimal exponential parametrization [let us assume φFi (·)] based on the mapped cluster.
Consequently, we continue to optimize the weight vector w̃ via φFi (·). Note that HBNN obtains the binarized weight vector via sign(φFi (w̃)).

we then update the cluster F in hyperbolic space

F ←



F1 ⊕−η ⊗
∂L
∂F1

F2 ⊕−η ⊗
∂L
∂F2

...

Ft ⊕−η ⊗
∂L
∂Ft


(9)

where the notation ⊗ represents the multiplication formalism
for hyperbolic geometry.

Multiplication [39]: In the Poincaré ball, the scalar multi-
plication of p ∈ Dn

r \{0} by c ∈ R is defined as follows:

c ⊗ p := (1/
√

r) tanh
(
c tanh−1(√r∥p∥

)) p
∥p∥

. (10)

Recall that the straight-through estimator ∂L/∂w =

∂L/∂ sign(w) holds when |w| ≤ 1 is satisfied, as indicated
by (3). In hyperbolic space, the weight vector w := φF (w̃) ∈

Dn
r naturally satisfies the constraint ∥w∥ < 1/

√
r . By slightly

modifying the bounds of the straight-through estimator (1→
1/
√

r ), we can directly use ∂L/∂w = ∂L/∂ sign(w), which is
always guaranteed to hold.

Assuming that Fi is an optimal point (φFi (·) represents an
optimal exponential parametrization) obtained by updating (9),
we have

min
w̃∈Rn

L
(
φFi (w̃);D

)
. (11)

Following the straight-through estimator, we can compute
the gradients ∂L/∂w to update the weight vector in the
unconstrained Euclidean space:

w̃← w̃− η
∂L
∂w

φ′Fi
(w̃). (12)

Notably, the optimization of HBNN is an iterative process.
Initially, we update the EPC φF (·) to obtain the optimal expo-
nential parametrization φFi (·) while keeping the weight vector
w̃ fixed. Subsequently, we update the weight vector w̃ using
φFi (·). The training process is summarized in Algorithm 1.

Intuitively, we can map the weight vector from hyperbolic
space back to Euclidean space using the inverse of the optimal
exponential parametrization φFi (·). This mapping is a differen-
tiable, as confirmed by the algebraic identity φ−1

Fi
(φFi (v)) = v,

satisfying a closed formula.

V. METHOD ANALYSIS

A. Theoretical Analysis

In Riemannian geometry, the Riemannian exponential map
serves as a metric change. In this article, the EPC φF (·) applies
gradient descent to update the cluster F , which is an operation
equivalent to the Riemannian exponential map exp(·) with an
optimal metric change in hyperbolic space. This optimal metric
change is evaluated by comparing multiple changes of metric,
as opposed to a single change, in hyperbolic space.

Definition 1 (Diffeomorphism [38]): Given a complete
Riemannian manifold (M, g) and a point p ∈ M, the
exponential map φ with respect to the largest convex open
neighborhood of zero Xp ⊆ TpM is a diffeomorphism.

According to Definition 1, the EPC is a diffeomorphism
in the Poincaré ball Dn

r . This property ensures that the opti-
mization of parametrized weight vectors does not introduce
or eliminate local minima at the loss landscape. However, the
diffeomorphism ceases at the boundary of the Poincaré ball
∂Dn

r , i.e., the sphere Sn
r , potentially altering the local minima.

Therefore, the Poincaré ball Dn
r is a preferable choice over the

sphere Sn
r .
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Algorithm 1 Forward and Backward Propagation of HBNN
Require: A minibatch of data samples D = {xi , yi }

m
i=1, cur-

rent binary weight wb
k , latent full-precision unconstrained

weight w̃k , latent full-precision constrained weight wk , the
cluster F , and a learning rate η.

Ensure: Update w̃k and F .
1: {Forward propagation}
2: for k = 1 to l − 1 do
3: Compute the weight via an optimal exponential

parametrization: wk ← φFi (w̃k);
4: Binarize the weight: wb

k ← sign(wk);
5: Binarize the activation: ab

k−1 ← sign(ak−1);
6: Perform: ak ← XnorDotProduct(wb

k , ab
k−1);

7: Perform: ak ← BatchNorm(ak);
8: end for
9: {Backward propagation}

10: Optimize the unconstrained problem with Eq. (8);
11: Compute the gradient of the overall loss function, i.e., ∂L

∂a ,
∂L
∂w and ∂L

∂F , where the sign function can be handled
in Eq. (3) for the weight and Eq. (4) for activation;

12: {The parameter update}
13: Optimize the exponential parametrization cluster φF (·) in

Eq. (6) by updating the cluster in Eq. (9), then obtain
the optimal exponential parametrization φFi (·);

14: Update the weight using Eq. (12) based on the optimal
exponential parametrization φFi (·);

Definition 2 (Segment [44]): The segment domain segp is

segp =
{
v ∈ TpDn

r | exp(tv) : [0, 1] → Dn
r is a segment

}
which satisfies Dn

r = exp(segp).
For the Riemannian exponential map, Definition 2 indicates

that the segment domain segp is a closed star-shaped subset of
Rn . As for the EPC, we have Dn

r = φF1(seg∗p)∪φF2(seg∗p) · · ·∪
φFt (seg∗p). This implies that, in order to cover Dn

r , the required
segment seg∗p for the EPC is less than or equal to the required
segment segp for the Riemannian exponential map, i.e., seg∗p ⊆
segp. In practice, the EPC increases the probability of weight
flips by shrinking the segment domain, suggesting that weight
vectors in seg∗p can explore more efficiently than in segp.

B. Method Comparison and Explanation

1) HBNN Versus BNN: The improvement of HBNN over
the general BNN can be primarily attributed to the uncon-
strained optimization via the EPC. In backpropagation, HBNN
introduces additional computational overhead to the training
process. Considering (9) and (12), we update both F and w̃,
thereby increasing the number of trainable parameters. In the
inference phase, HBNN behaves similar to general BNNs,
because both w̃ and F contribute to binarized weight vectors
sign(w) = sign(φFi (w̃)) based on the optimal exponential
parametrization φFi . While general BNNs obtain binarized
weight vectors through sign(w̃), the representations of sign(w̃)

and sign(w) involve the same parameter size and OPs in
the inference phase. Therefore, HBNN does not introduce
additional computational overhead to the inference process.

TABLE I
TOP-1 CLASSIFICATION ACCURACY RESULTS ON CIFAR100

WITH RESNET18 WITH RESPECT TO DIFFERENT RADII r

Fig. 3. Weight flip rates of our HBNN and XNOR++ in different layers of
ResNet18.

2) HBNN Versus MD: The method of MD [18] presents
the mirror descent framework, mapping variables from the
unconstrained space to the quantized one, which proves ben-
eficial to BNN optimization. In contrast, HBNN provides the
Riemannian geometry framework, mapping variables from the
unconstrained space to hyperbolic space. From the perspective
of mapping, the mirror map of MD is set artificially, whereas
the EPC in HBNN is optimized via the derivative of the
loss function with respect to F . From the perspective of
optimization, the unconstrained problem of MD solely aims
at optimizing the weight vector. However, HBNN also takes
into account the optimization of the mapping itself, i.e., the
EPC. This dual optimization is advantageous for increasing
the probability of weight flips to maximize the information
gain.

VI. EXPERIMENTS

In this section, we conduct experiments to compare our
HBNN, trained from scratch, with the existing state-of-the-art
methods in classification tasks. We evaluate the performance
of the proposed method on CIFAR [45] and ImageNet [1]
datasets. All experiments are implemented on NVIDIA 3090Ti
using the PyTorch framework.

CIFAR Datasets: The CIFAR benchmarks consist of natural
color images with 32 × 32 pixels. There are two datasets:
CIFAR10 (C10) with images organized into ten classes and
CIFAR100 (C100) with images organized into 100 classes.
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Fig. 4. Validation accuracy curves of our HBNN, RBNN, and ReCU on the
CIFAR10 dataset with VGGsmall.

TABLE II
TOP-1 CLASSIFICATION ACCURACY RESULTS ON CIFAR10 AND

CIFAR100 DATASETS WITH RESNET18 AND VGGSMALL. W/A
DENOTES THE BIT WIDTH OF WEIGHTS/ACTIVATIONS

Each dataset comprises 50k training images and 10k test
images. We adopt a standard data augmentation scheme,
including random clipping and flipping, which is widely
used [46]. The images are normalized in preprocessing using
the means and standard deviations of channels.

ImageNet Dataset: The ImageNet benchmark consists of
1.2 million high-resolution natural images, with a valida-
tion set containing 50k images. These images are organized
into 1000 object categories for training and resized to
224 × 224 pixels before being fed into the network. Standard
data augmentation strategies, such as random clips and hor-
izontal flips [46], are applied. Single-crop evaluation results
are reported using Top-1 and Top-5 accuracies.

Experimental Setup: For CIFAR datasets, our HBNNs are
trained for a total of 600 epochs with a batch size of 256.

TABLE III
TOP-1 AND TOP-5 CLASSIFICATION ACCURACY RESULTS ON THE

IMAGENET DATASET WITH RESNET18 AND RESNET34. W/A
DENOTES THE BIT WIDTH OF WEIGHTS/ACTIVATIONS

We adopt the SGD optimizer with a momentum of 0.9 and a
weight decay of 5e-4. For the ImageNet dataset, our HBNN
is trained for a total of 250 epochs with a batch size of 512.
The same SGD optimizer settings are used, with a momentum
of 0.9 and a weight decay of 1e-4. Notably, we initialize
the learning rate at 0.1 and utilize the cosine learning rate
scheduler in CIFAR10/CIFAR100 and ImageNet.

A. Ablation Study

We conduct a series of ablation studies on CIFAR100
using the ResNet18 model. Leveraging two parameter spaces,
namely, HBNN for the Poincaré ball Dn

r and SBNN for
the sphere Sn

r , i.e., the boundary of the Poincaré ball ∂Dn
r ,

we adjust different radii r to determine the optimal radius by
evaluating classification accuracies at epoch 120. The mean
Top-1 accuracies (mean ± std) are presented in Table I.
Consequently, we determine r = 0.05 for the parameter space
Dn

r and r = 1 for the parameter space Sn
r , which will be used in

subsequent experiments. While the radius choice has a slight
impact, its effect is minimal when considering the variation in
results due to different random seeds. Thus, the radius can be
considered a robust parameter in our method.

Fig. 3 illustrates the weight flip rates of our HBNN and
XNOR++ in different layers of ResNet18 on CIFAR10.
As observed, HBNN results in approximately 50% weight flips
in each layer, demonstrating that the EPC effectively increases
the probability of weight flips.

B. Comparison With State-of-the-Art Methods

The validation curves for ResNet18 are presented in Fig. 4.
In comparison with RBNN [19] and ReCU [31] on CIFAR10,
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Fig. 5. 2-D visualization of the loss surfaces of ResNet18 on CIFAR10 dataset enables comparisons of the sharpness/flatness of different methods. The
sharpness of loss surfaces is indicated by the accompanying numbers, with the yellow area representing particularly large peaks. In comparison with XNOR++,
HBNN exhibits flatter loss surfaces.

Fig. 6. Latency comparison between HBNN and BNN during inference and
training phases.

TABLE IV
PARAMETER SIZE AND OPS IN RESNET MODELS

the validation accuracies of our HBNN show robust and stable
convergence throughout the training epochs.

We conduct a thorough evaluation of our method against
state-of-the-art methods, repeating each experiment five times
and reporting statistics from the last 10/5 epochs’ test accu-
racies for a fair comparison. As indicated in Table II, HBNN
consistently outperforms the existing SOTA methods. Notably,
our HBNN (with 1-bit weights and 1-bit activations) achieves
performance improvements exceeding 1.2% and 1.6% with the
VGGsmall architecture on CIFAR10 and CIFAR100, respec-
tively. For the 1/32 case, the instability in the training of SBNN
is noteworthy, possibly stemming from the EPC stopping a
diffeomorphism in the sphere Sn

r , based on our theoretical
analysis in Section V.

TABLE V
TOP-1 CLASSIFICATION ACCURACY RESULTS ON THE CIFAR10 DATASET

WITH RESNET18 AND VGGSMALL. W/A DENOTES THE BIT WIDTH
OF WEIGHTS/ACTIVATIONS

TABLE VI
TOP-1 AND TOP-5 CLASSIFICATION ACCURACY RESULTS ON THE

IMAGENET DATASET WITH RESNET18 AND RESNET34. W/A
DENOTES THE BIT WIDTH OF WEIGHTS/ACTIVATIONS

Table III highlights that HBNN consistently outperforms
the existing state-of-the-art methods in both Top-1 and Top-
5 accuracies. Specifically, our proposed method achieves a
0.8% improvement in Top-1 accuracy with the ResNet18 and
ResNet34 architectures compared with the ReCU method on
ImageNet.

C. Visualization

In addition, we provide a 2-D visualization of the loss
surfaces for both HBNN and XNOR++ in according with
previous work [58]. Analyzing Fig. 5, it becomes evident that
the loss surface of the full-precision model is smooth and
flat, a characteristic beneficial to training and representing
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in neural networks. With the EPC, HBNN maintains the
property of diffeomorphism by not introducing or eliminating
local minima in the loss surfaces, in contrast to XNOR++.
Consequently, HBNN exhibits relatively flatter loss surfaces
than XNOR++, suggesting that the EPC contributes to more
effective optimization of BNNs.

D. Computational Complexity

Based on the analysis in Section V, HBNN introduces
additional computational overhead to the training process,
as it requires training weights and the EPC. Nevertheless,
during inference, HBNN behaves similar to general BNNs,
because both w̃ and F contribute to binarized weight vectors
sign(w) = sign(φFi (w̃)) based on the optimal exponential
parametrization φFi . While general BNNs obtain binarized
weight vectors through sign(w̃), the representations of sign(w̃)

and sign(w) involve the same parameter size and OPs in
the inference phase. Therefore, HBNN does not introduce
additional computational overhead to the inference process.

In Fig. 6, when comparing the latency of HBNN and
BNN in the inference and training phases, we observe that
the latency of HBNN is slightly higher than that of BNN
during the training process across different models, while their
inference latency remains consistent, thereby confirming our
previous analysis. Furthermore, we use the parameter size
and OPs following [56] for comparison with other methods.
As shown in Table IV, HBNN exhibits the same parameter
size and OPs as other methods in the inference phase, which
is significant for real-time applications.

E. Compatibility

We further evaluate the compatibility of HBNN to illustrate
the universality of our method. We integrate HBNN into
IR-Net and ReCU as a plug-and-play module, as presented
in Tables V and VI. The incorporation of HBNN into these
methods results in a noticeable performance improvement.

VII. CONCLUSION

This article introduces the optimization framework of
HBNN, which transforms a constrained problem in hyperbolic
space into an unconstrained one in Euclidean space using
the EPC. Through the analysis of the EPC, we have deter-
mined that it accelerates the exploration of weight vectors,
thereby increasing the probability of weight flips compared
to the Riemannian exponential map. Experimental results
demonstrate that HBNN achieves approximately 50% weight
flips, effectively optimizing BNNs to achieve state-of-the-
art performance. In the future, our focus will shift toward
further exploring the optimization of neural networks from
a geometrical perspective.
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