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Abstract—This work addresses the task of mobile robot localization for indoor navigation. In this paper, we propose a novel indoor localization system based on separated sonar sensors which can be deployed in large-scale indoor environments conveniently. In our approach, the separated sonar receivers deploy on the top ceiling, and the mobile robot equipped with the separated sonar transmitters navigate in the indoor environment. The distance measurements between the receivers and the transmitters can be obtained in real-time from the control board of receivers with the infrared synchronization. The positions of the mobile robot can be computed without accumulative error. And the proposed localization method can achieve high precision in the indoor localization tasks at a very low cost. We also present a calibration method based on the simultaneous localization and mapping(SLAM) to initialize the positions of our system. To evaluate the feasibility and the dynamic accuracy of the proposed system, we construct our localization system in the Virtual Robot Experimentation Platform(V-REP) simulation platform and deploy this system in a real-world environment. Both the simulation and real-world experiments have demonstrated that our system can achieve centimeter-level accuracy. The localization accuracy of the proposed system is sufficient for robot indoor navigation.

Index Terms—Localization, Navigation, Separated Sonar, SLAM.

I. INTRODUCTION

The high precision localization is the foundational task of mobile robot navigation. The localization research for mobile robots has received considerable attention over the past few decades [1]–[9]. The indoor environment is one of the high-profile situations for robot localization, where the GPS signals are blocked. When we consider the indoor localization problem, it is intuitive to focus on the pose accuracy of mobile robots. Additionally, as the localization system is the foundation of an indoor navigation system, both the extendibility and the cost of the system need to be concerned. However, existing localization researches mainly pay attention to the accuracy of the localization. And they can’t balance the accuracy and the cost of the whole system. That hinders the development of the indoor localization systems since the practical system must make a trade-off between the accuracy and the cost.

The hardware of the localization system, also known as sensory subsystems, which provides reliable observations to estimate the position of mobile robots, has notable influence both on the accuracy and the cost. Suitable sensory subsystems are vital for the task of robot localization. The sensory subsystem can be simply divided into two classes [10], the exteroceptive and the proprioceptive types.

There are several exteroceptive sensory systems addressing the localization problems by providing external information about the environment around the robot. The pose of robots can be estimated by using external measurements from these sensory systems. The most famous research field among them is simultaneously localization and mapping(SLAM) [11]. According to the primary sensor type, the SLAM algorithm can also be divided into two classes. One is the lidar-based algorithm, another is the camera-based algorithm.

The lidar-based SLAM algorithm obtains the point cloud through the lidar sensors, and estimate the robot poses based on the point cloud map. One remarkable merit of lidar-based methods is the high precision, it can even reach the centimeter-level. There are several open-source projects like HectorSLAM [12], Cartographer [13], tinySLAM [14], etc. LOAM [15] is one of the state-of-art lidar-based SLAM algorithms, which can build the point cloud map through a signal lidar sensor. These methods perform well in their experiments, and most autonomous driving projects regard the lidar as the most important sensor in practice. However, the long-term use of the lidar-based localization system is costly. The high hardware cost and the maintenance cost is unacceptable in some industrial situations. Even the cheapest lidar is more expensive than most of the visual sensors. This character quite restricts the usage of lidar sensors in some indoor navigation tasks.

Comparing with the lidar sensors, the camera-based SLAM algorithm, also known as visual SLAM [8], [16]–[18], aims to address the SLAM tasks with visual information. This kind of algorithm utilizes all kinds of cameras, such as monocular camera [19], [20], stereo camera [21] and RGB-D camera [22], [23]. One of the famous projects in this field is the ORB-SLAM [24], [25]. ORB [26] is a kind of rotation-invariant feature descriptor. By using this kind of descriptor, the algorithm can find the feature points from the visual sensor data, and estimate the camera motions and poses. Similarly, some methods [27], [28] utilize other features such as point and line features to accomplish localization. Another similar localization method call label-based visual localization, use the specific tag to determine the pose relationships between the camera and the tag. There is no doubt that these methods have a lower economic cost than the lidar-based SLAM system. Nevertheless, the stability of camera-based SLAM algorithms are unsatisfactory, and these algorithms have considerable accumulative localization errors even with the assistance of the inertial measurement unit(IMU). The featureless surroundings
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and the illumination of the environment also have a great influence on the performance of visual SLAM algorithms.

Besides the aforementioned exteroceptive sensory systems, there are still some practical systems such as WiFi [2], [29]–[32], Bluetooth [3], [33], [34], Ultra-wideband(UWB) [35]–[37], QR code [38] and sonar-based methods [6], [39]–[44]. However, when we consider the robot navigation tasks in a large-scale indoor environment, the accuracy, the cost, and the extendibility should be underlined simultaneously. For instance, the UWB system has centimeter-level accuracy. But the UWB receivers need to be calibrated manually. It is a time-consuming procedure, especially for large-scale deployable systems. And the cost of the large-scale UWB system is very high. The cost of the Bluetooth system is cheap, while its localization accuracy is unacceptable in many cases. The accuracy of WiFi indoor localization systems have meter-level accuracy, which is also unacceptable in many indoor localization situations. In summary, the defects of these systems outweigh the merits. Most of them mainly consider the accuracy of localization. If we want to deploy these systems in a large-scale indoor environment, the accurate deployment of their exteroceptive sensors would be necessary. The precision of the position values influences the localization accuracy directly. For these sensory systems, it is complicated to guarantee deployment precision in practice.

The proprioceptive sensors, such as inertial measurement unit(IMU) and odometry, are widely utilized in the robot navigation system due to its ease of use and low cost. This type of sensor provides a good estimation of internal information for robot systems if given a reasonably short time interval. However, the accumulative error is a considerable shortage of proprioceptive sensors. To reduce the errors produced by proprioceptive sensors, several efforts have been presented [45]–[47].

In this paper, we present a novel localization system with separated sonar sensors. We also propose a SLAM-based calibration method to initialize the system. This study considers how separated sonar localization system can be used to provide an accurate position of a moving robot. We design a reliable hardware subsystem based on the well-designed separated sonar sensors. One of the notable shortages of exteroceptive sensory systems is the tedious process of the deployment. To address this shortage and utilize the high accuracy advantage of the lidar-based SLAM system, our approach paves the way for applying SLAM algorithms to assist the initialization of the separated sonar localization system. Furthermore, our localization system is not as susceptible to dynamic environments as the SLAM systems since our system computes the high precision position values only rely on the positions of separated sonar receivers. And the positions of separated sonar receivers are fixed after the calibration. So as long as the positions of separated sonar receivers are fixed, the dynamic environment like the furniture moving or pedestrians walking can’t influence the localization accuracy. The proposed system can implement localization tasks only through the separated sonar system. Since this work just uses the SLAM system in the system initialization, we can maintain the separated sonar localization system at a very low cost.

There are lots of cases to utilize our separated sonar localization system. Such as the supermarkets, airports, shopping center, and department stores, where the QR codes can not be densely deployed and the visual recognition is easy to fail due to the complex illumination. In these situations, the sonar receivers can be deployed sparsely in the top ceiling. Even if there are some pedestrians near the mobile robot, the proposed system can still receive enough infrared signals and ultrasonic signals to provide a reliable localization service. Based on the SLAM based calibration method, the deployment of our system is also convenient.

The main contributions of this paper can be presented as follows:

1) A high precision indoor localization system is designed. The system is convenient to be deployed in a large-scale indoor environment at a very low cost.
2) A novelty convenient calibration method is presented to initialize the localization system in a large-scale environment. The extension for a larger scene is also available.
3) The localization system can work in real-time without accumulative localization error.
4) Each part of the localization system is independent, and the modules of the separated sonar system can be easily replaced.

Fig. 1: The brief overview of proposed separated sonar localization system. The mobile robot equipped with the separated sonar transmitter and the lidar moves on the floor, and the separated sonar receivers are deployed on the top ceiling. The lidar sensor only utilize in the system initialization, and the system implements the localization tasks only based on the separated sonar sensors.

The rest of the paper is organized as follows. Section II focus on the method of this paper. The hardware components of the separated sonar system are introduced. The algorithms for initializing the whole system and addressing the localization tasks are designed separately. Section III presents the experiment results, and we demonstrate the proposed method both in the real-world indoor environment and the simulation platform. And Section IV presents the conclusion.
II. Method

In this paper, we propose a robot localization system based on the separated sonar sensors. There are two basic foundations of the sonar-based localization system. One is the distance measurement, which can be obtained by the time-of-flight (TOF). The other is the clock synchronization for every sonar sensor. The traditional sonar-based localization systems get the distance measurements mainly through the integrated sonar sensors, which embed the sonar receiver and transmitter into one sensor. This kind of sonar sensor obtains the distance measurements by the reflection of the ultrasonic signals. But the noise wave reflection of the ultrasonic signals can easily affect the accuracy of distance measurements.

To address this issue, the proposed system utilizes the separated sonar sensor to get more reliable distance measurements. The separated sonar transmitter transmits the ultrasonic signals, and the separated sonar receivers deployed in the environment receive the signals from the transmitter. As shown in the Fig.1, the separated sonar receivers deployed on the top ceiling are illustrated by the red points, and the black lines represent the sonar signals, the ultrasonic signal from transmitter received by 5 sonar receivers at the same time. Each separate sonar has its own perceptual range. When a mobile robot equipped with a separate sonar transmitter runs on the floor, the separated sonar receivers deployed on the top ceiling can receive ultrasonic signals. The distances between nearby sonar receivers depend on the height of the top ceiling. In the perceptual range of the sonar receiver, the distances between nearby receivers increase with the rise of the top ceiling. And the trajectory of the mobile robot determines which sonar receiver can get the ultrasonic signals.

As long as the sonar transmitter is covered by at least 4 receivers during working, the localization system can provide reliable position estimations. To ensure the separated sonar receivers recording the distance measurements simultaneously, our proposed system uses the infrared signals to obtain the clock synchronization. After recording several measurements, the localization algorithm can easily compute the relative position at each timestep.

The proposed separated sonar localization system can be decomposed into several parts: The hardware components of the localization system, the calibration stage of system initialization and the system localization stage. In this section, the details of these parts will be presented one by one.

A. System Components

Our indoor localization system has three different hardware components: the separated sonar receiver, the separated sonar transmitter and the control board of the separated sonar receivers. We designed the whole hardware of our localization system except for the Zigbee communication module. In this section, a brief exposition of the separated sonar localization system is presented.

When the separated sonar localization system is working, the separated sonar transmitter will send the infrared signals and the ultrasonic signals into space. If the separated sonar receivers deployed on the top ceiling get the infrared signal, the Microprogrammed Control Unit (MCU) embedded in the receiver will start the timer. In the exteroceptive sensory systems, the time synchronization for distributed sensors is a considerable issue. The proposed localization system assumes that the velocity of the infrared signals equals the speed of light. So when the receivers get the ultrasonic signals, they will stop the timer and send the time of flight (TOF) values to the control board in the form of level signals. As long as there is no stable infrared interference and ultrasonic noise in the indoor localization environment of the mobile robot, our separated sonar sensors can work effectively. The modules of the separated sonar transmitter and receiver are shown in Fig. 2.

The most important characteristics of the control board are the real-time capability. Inspired by the logic analyzer, we developed a pseudo-logic analyzer algorithm. The algorithm divides the working sequence of the control board into three stages: The idle stage, the work stage, and the transmission stage. After initializing the control board, the MCU scans the level signal of I/O ports and waits for the rising edge during the idle stage. When one of the ports gets the rising edge, the control board transfers into the work stage. The MCU will record the level signals of each port, pack them during the work stage and transfer into the transmission stage. Based on the pseudo-logic analyzer algorithm, our hardware system can efficiently collect and transmit the data in real-time.

In the hardware system, the separated sonar transmitter determines the working frequency of the system. The separated sonar receiver obtains the signal and transmits it to the control board. The pseudo-logic analyzer algorithm guarantees the stability of the hardware system. The control board will execute the localization algorithm and send the position values to the mobile robot in real-time.

B. SLAM-based Calibration

When we talk about the sonar localization system, the first important task is the sonar array deployment. In other words, the accuracy of the sonar array deployment determines the precision of the whole localization system. If we ignore the
small error during the sonar array deployment, it will be amplified in the localization stage. The error will influence the whole localization system and cause the bad performance of the localization because the initial position of sonar array is the basis of all the localization operation. In the traditional sonar-based localization system, the accurate deployment of the sonar sensor is a very difficult and tedious task, which limits the application of the sonar-based localization system. However, most of the traditional sonar-based localization systems care less about the deployment convenience and calibrate the sensors manually. Since these systems mainly focus on the localization accuracy in different situations. They pay more attention to the theoretical feasibility of their work. The deployment convenience and the extendibility are ignored naturally. Nevertheless, the aforementioned two characters are essential for practical usage. If we want to deploy the whole system in large scale indoor environments, it is difficult to accept the manual calibration process. To address this problem, we propose the SLAM-based algorithm to simplify the system’s initialization task.

In the proposed localization system, we consider the Normal Distributions Transform(NDT) [48] algorithm to accomplish the system calibration task. The NDT is a kind of lidar-based SLAM algorithm commonly used in practical projects with centimeter-level accuracy. Similar to a spacial occupancy grid, the NDT algorithm subdivides the space into cells. To each cell, the algorithm assigns a normal distribution, which locally models the probability of measuring a point. The \( x_k \), \( y_k \), \( z_k \) are the position measurements of the reference scan points contained in the cell.

In our calibration stage, the input of the NDT algorithm is the 3D point cloud obtained by the lidar sensor. To compute the transformation relationship between each adjacent lidar frame, the NDT algorithm transforms one of them and evaluates the transformation by a score function. The score function can be formulated as Eq.1. By optimizing the score function, the optimal transformation parameter \( p \) can be iteratively computed. And that’s the optimal pose estimation.

\[
s(p) = -\sum_{k=1}^{n} p(T(p, x_k))
\]

Our system assumes the mobile robot is idle in the beginning, it will merge the first 10 frames as the initial global map. According to the global poses, the currently obtained laser frame will be transformed into the global coordinate system with the 100 frames interval, and it will be added to the global map. Here we just use the lidar odometry information to update the global map without loop closing optimization, for the experiment environment is a small indoor scene. If we use this system in a large-scale indoor environment, the loop closing optimization is necessary. During the calibration stage, the calibration algorithm will save the robot pose information and the separated sonar distance measurements. The robot pose information can be obtained through any high precision SLAM system. Then, the global positions of separated sonar receivers can be calculated by the Ceres optimization library [49].

We deploy \( k \) groups of separated sonar receivers in the indoor environment. There are 16 separated sonar receivers in each group. The position of the \( k \)th separated sonar receiver of \( k \)th group is noted as \( Rev(k,n) = (x_{r(k,n)}, y_{r(k,n)}, z_{r(k,n)}) \), where \( n \in \{1, 2, 3, ..., 16\} \). The mobile robot carries the separated sonar transmitter moving horizontally in the area covered by the perceptual ranges of separated sonar receivers. We name it as localization unit. The poses of the localization unit can be obtained by the aforementioned NDT algorithm or any other SLAM system with high precision. When the localization unit transmits the ultrasonic signals, the sonar receivers will get the distance measurements. The position of the localization unit can be noted as \( PoseM(i,k,n) = (x_{i(k,n)}, y_{i(k,n)}, z_{i(k,n)}) \), \( i = 0, 1, 2, 3, ..., m \), where the term \( i \) represents the number of distance measurements.

When the localization unit is moving, the separated sonar receivers can get the distance measurements \( l_{i(k,n)} \) between \( PoseM(i,k,n) \) and \( Rev(k,n) \). Each robot pose is corresponding to a group of separated sonar distance measurements. And the separated sonar control board connect to the LAN of our laboratory can transmit the data via Zigbee communication module. For that reason, the system can collect the distance measurements with relative pose data in real-time, and compute the positions of sonar receivers by utilizing the Ceres optimization library. The proposed method is defined in Eq.2. We simplify the \( l_{i(k,n)}^{x(i)}, l_{i(k,n)}^{y(i)}, l_{i(k,n)}^{z(i)} \) terms to \( l_{i(k,n)}^{x}, l_{i(k,n)}^{y}, l_{i(k,n)}^{z} \), and \( x_{i}, y_{i}, z_{i} \) terms to \( x_{i}, y_{i}, z_{i} \). Then the position of each sonar receiver will be obtained by the Ceres optimization solver.

\[
\min_{i=1}^{m} \sum_{i=1}^{m} (l_{i(k,n)}^{x} - \sqrt{(x^{i} - x_{i})^2 + (y^{i} - y_{i})^2 + (z^{i} - z_{i})^2})^2
\]

\[
\text{C. System Localization Method}
\]

In the localization stage, the separated sonar localization system localizes the mobile robot based on the positions of sonar receivers obtained in the calibration stage. When the system captures at least four distance measurements, it can simply compute the position of the localization unit with separated sonar sensors. So in this section, we will analyze the four points localization case as an example. And it can easily extend to other multiple points localization cases, as we illustrated in the experiments section.

We assume there are four separated sonar receivers deployed on the ceiling. Their positions are noted as \( P_1(x_1, y_1, z_1) \), \( P_2(x_2, y_2, z_2) \), \( P_3(x_3, y_3, z_3) \), \( P_4(x_4, y_4, z_4) \). To distinguish the notations from last section, we use \( d \) to represent the distance measurements between localization unit and the sonar receivers, while \( n = 1, 2, 3, 4 \). Our goal is obtaining the position \( Q(x, y, z) \) of localization unit carried by the mobile robot. As shown in Eq.3, the \( p \) term represents the systematic uncertainty and the ranging uncertainty.

\[
\sqrt{(x - x_{i})^2 + (y - y_{i})^2 + (z - z_{i})^2} - d_{i} + p_{i} = 0
\]

where \( i = 1, 2, 3, 4 \).

To simplify the equation and get its solution, the Eq.3 can be rewritten to a local linearization form, as shown in the Eq.4.
The $g$ term is the gradient of the nonlinear equation shown in the Eq.5.

$$f_k(x_0,y_0,z_0) + (x-x_0)g_{k1} + (y-y_0)g_{k2} + (z-z_0)g_{k3} = 0$$

where $k = 1,2,3,4$.  

$$g_{k1} = \frac{\partial f_k}{\partial x}\bigg|_{(x_0,y_0,z_0)} , g_{k2} = \frac{\partial f_k}{\partial y}\bigg|_{(x_0,y_0,z_0)} , g_{k3} = \frac{\partial f_k}{\partial z}\bigg|_{(x_0,y_0,z_0)}$$  

(4)

Now, we can reformulate the problem in a more concise form, as shown in the Eq.6. The problem is changed into solving the linear overdetermined equation. Then, the position value will be obtained by the iteration form Eq.7.

$$G_0 \begin{bmatrix} x-x_0 \\ y-y_0 \\ z-z_0 \\ \end{bmatrix} = -F_0$$

where $G_0 = [g_{ij}]$, $F_0 = f_k(x_0,y_0,z_0)$ ($i,j,k = 1,2,3,4$.)

$$\begin{bmatrix} x_{k+1} \\ y_{k+1} \\ z_{k+1} \end{bmatrix} = \begin{bmatrix} x_k \\ y_k \\ z_k \end{bmatrix} - (G_k^TG_k)^{-1}G_k^TF_k$$

where $k = 0,1,2,…$  

(7)

When the separated sonar localization system is working, the computer will load $m$ distance measurements. During the movement, distance measurements and the location values from relative sonar receivers will be saved in real-time. The position of the mobile robot can be computed 20 times per second, for the system frequency is 20Hz.

III. EXPERIMENTS

To evaluate the performance of our separated sonar localization system, sufficient experiments are illustrated in both simulation platform and real-world environment. To construct the whole localization system, the simulation is built by a robot simulator named Virtual Robot Experimentation Platform (V-REP), which is used for fast modeling and validating the proposed localization system. After examining the localization system in the simulation environment, we also implement the whole localization system in our laboratory. As shown in Fig.3(a), the mobile robot equipped with the lidar sensor and the separated sonar transmitter runs on the floor. The separated sonar receivers deployed on the ceiling are invisible unless they receive the sonar signals from the transmitted sonar module. There are 25 separated sonar receivers on the ceiling. The reception distance of each sonar is 5m, and the detection angle of each one is 45°. These two parameters are determined by the measurements of our separated sonar receivers and the transmitter.

When the mobile robot moves in the room, the sonar receivers would get the distance measurements. Then the calibration algorithm can get the position estimations of the separated sonar receivers on the ceiling, and initialize their spatial positions. At the localization stage, the system addresses the localization task depending on these position initializations.

In order to authentically simulate the actual situation in practice, some noise is added to the simulation system. Before adding the noise, the hardware properties of both separated sonar modules and the transmitter are fully tested. By analyzing the distance error measurements, the distance error of our separated sonar modules is less than 4cm in their valid working range. To get the accuracy lower bound of the proposed system, we add the random noise in the distance measurements with the amplitude of 4cm. Furthermore, since the lidar sensor in the simulation environment has better accuracy than the real lidar, we add the random noise in the calibration results with the positive-negative amplitude from 0cm to 5cm. To compare the results with the positive-negative case, we also add the random noise with a positive amplitude from 0cm to 5cm.

After adding the noise, we run our simulation system, record the measurements and compute the position of the localization unit in real-time. The dynamic accuracy analysis of the proposed localization system is shown in Fig.4. We plot the absolute trajectory errors separately in 3-axes. To illustrate the position errors more clearly, we draw the absolute trajectory error diagram with 5 frames interval. The abscissa represents the number of location points. In other words, the number means the time step in the trajectory. And the ordinate values express the absolute trajectory errors.

As shown in the Fig.5, we also draw the root mean square error (RMSE) diagram of the trajectory estimation. The root
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B. real-world Calibration

In the real-world experiments, we use the SLAM-based algorithm to initialize the whole separated sonar localization system deployed on the ceiling in our laboratory. As shown in the Fig.6(a), each separated sonar receiver is illustrated by a high light LED. The blink mode of LED can express the different working states of each receiver. When the localization unit moves on the ground, we can easily recognize which separated sonar receiver is working properly. However, in the real-world environment, it is hard to get the ground truth position values to analyze the calibration performance of our method. To evaluate the accuracy of the SLAM-based algorithm ingeniously, we present a kind of grid point based calibration method. The experiment results of the grid point based calibration method are regarded as the ground truth position of the separated sonar receivers.

1) SLAM-based Calibration: In the SLAM-based calibration experiment, we remotely control the mobile robot to move in the laboratory. The mobile robot equipped with the lidar sensor and the sonar transmitter moves along the preset trajectory. The computer in the mobile robot will save the lidar data. The point cloud map of the laboratory can be obtained by replaying the collected lidar data. By using the aforementioned calibration method, we can easily get the positions of separated sonar receivers.

We can also compute the accurate pose matrix through the point cloud map. As shown in Fig.7, the red line is the route of the mobile robot and the blue part of the point cloud map is the wall of our laboratory, the green part of point cloud map mainly represents the desks and chairs in our laboratory. To evaluate the performance, we amplify part of the point cloud map which represents the wall. The approximate measurements data can be obtained through the point cloud visualization and the thickness of the wall is less than 1 cm. If the point cloud map is absolutely unbiased, the thickness should be 0 cm. So we can roughly infer that the reconstruction accuracy is less than 1 cm. And the accuracy of the SLAM-based calibration method is in the centimeter-level.

2) Grid Point Based Calibration: The accuracy evaluation through point cloud visualization is an intuitive but deficient way. When we consider evaluating the performance of real-

Fig. 4: One of the absolute trajectory errors in 3 axes with 5 frames interval. In this case, we add the random noise in the distance measurements with the amplitude of 4 cm. And we also add the positive-negative random noise in the calibration results with the range of 4 cm.

Fig. 5: The RMSE curve of trajectory. The left diagram is the RMSE curve with positive random noise, the amplitude of noise starts from 0 cm to 5 cm with the 0.5 cm interval. The RMSE curve in right diagram has the amplitude starts from 0 cm to 10 cm with 1 cm interval, and the noise has a −5 cm shift.

The absolute trajectory error Separated in 3-Axes

The number of measurements(with 5 frames skip)

The absolute trajectory error Separated in 3-Axes

The number of measurements(with 5 frames skip)

mean square error(RMSE) is given by Eq.8, where the \( x_k \) represents the estimated position of the mobile robot and the \( k(k = 1, 2, \ldots, N) \) means the \( k^{th} \) independent measurements data. \( x \) represents the real position of the robot. \( N \) is the number of total measurements.

\[
RMSE = \sqrt{\frac{1}{N} \sum_{k=1}^{N} (x_k - x)^2} \tag{8}
\]

The diagrams show that the root mean square error of the estimation trajectory is less than 7 cm, even though we add the random noise with a positive-negative amplitude of 5 cm. Generally, the range of random noise is less than 4 cm in practical lidar-based SLAM systems. So we can infer that the localization error of our system is about 5 cm. The proposed separated sonar localization system has centimeter-level accuracy.

Fig. 6: (a) The environment of real world experiments: the luminous points represent the separated sonar receivers. When they get the signals, the constant light will change to flashing. (b) The visualization of real world localization experiment.

<table>
<thead>
<tr>
<th>Random Noise Range (mm)</th>
<th>RMSE (m)</th>
<th>RMSE (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>0.02</td>
<td>0.02</td>
</tr>
<tr>
<td>25</td>
<td>0.04</td>
<td>0.04</td>
</tr>
<tr>
<td>50</td>
<td>0.06</td>
<td>0.06</td>
</tr>
<tr>
<td>75</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>100</td>
<td>0.10</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Fig. 7: The route of mobile robot and the point cloud map.
world localization system, one of the most difficult problems is getting the ground truth positions of all the separated sonar receivers deployed on the ceiling. To address this issue, we add the grid point based calibration experiments. By assuming all the ground tiles have the same standard size, the tile grid intersections construct the grid points. One of the grid points is defined as the origin of the global coordinate system. The ground tile is a standard square with a side of 60 cm. We deployed the separated sonar transmitter on the intersections. Getting the distance measurements between the transmitter and receivers, recording the relative positions of separated sonar transmitter. Depending on the measurement collection, the positions of separated sonar receivers can be easily computed.

3) Error Analysis: In the real-world calibration experiments, the grid point based calibration experiments and the SLAM-based calibration experiments utilize different coordinate systems. The origin of SLAM-based calibration experiments is in the localization unit, which we call the mobile robot coordinate system. The coordinate system used in the grid point based calibration experiments is strictly defined as the global coordinate system. The link between them is a transformation matrix $T_{G}^{S}$. By regarding the grid point based calibration results as ground truth positions, we can compute the transformation matrix and analyze the calibration accuracy.

Based on the experiment results, the iterative closest points (ICP) [50] method could compute the transformation matrix $T_{G}^{S}$. Then, we can align the mobile robot coordinate system and the global coordinate system through the transformation matrix, evaluate the SLAM-based calibration results by utilizing the transformation matrix. The comparisons between the SLAM-based calibration experiments and the grid point based calibration experiments are listed on the Table I, and the mean square error equals to 0.039m. So we can indicate that the SLAM-based calibration method has centimeter-level calibration accuracy. Here we only list 16 calibration results of separated sonar receivers as an example. When the proposed localization system deployed in practice, it is convenient to increase the number of receivers and expand the system deployment in large scale indoor environment. Increasing the number of separated sonar receivers can also reduce the negative impact of some outliers and improve the accuracy of the transformation matrix according to the principle of ICP method.

C. real-world Localization

In this section, the details of real-world localization experiments will be discussed. We also compare our system with some famous SLAM algorithms. And the performance of the proposed separated sonar localization system deployed in our laboratory will be analyzed elaborately.

In the real-world localization experiments, we visualize the separated sonar receivers and the localization unit in real-time based on the OpenCV library. As shown in the Fig.6(b), the cubes in grey color are the separated sonar receivers. To concisely illustrate the spacial relationship, the ceiling is omitted like any other unconcerned objects in our laboratory. The small coordinate axes connect to the cubes with green line represents the localization unit. The green connection lines mean that these cubes have received the valid sonar signals from the separated sonar transmitter. The big coordinate axes on the left bottom is at the origin of the global coordinate system.

By running the localization system and the visualization program, we can stably get the position value of the localization unit, and observe its movement on the screen in real-time. However, getting the ground truth position of the localization unit is still impossible. It’s hard to evaluate the accuracy of our separated sonar localization system without the ground truth. So we figure out two ways to address this issue.

1) Static Localization: In the previous section, we have assumed that all the grid points have the same size. The aforementioned grid point coordinate system is chosen as the global coordinate system again. When we put the localization unit on the intersections, its position value can be regarded as ground truth position. Since the algorithm needs enough valid measurements to compute the positions, the localization unit should at least be covered by 4 different separated sonar receivers. The grid point intersections on the edge of the sonar array lacking the signal coverage wouldn’t be considered. We finally choose 15 intersections as test locations. At each test location, approximately 10 seconds of measurements are collected.

To evaluate the accuracy of static localization, the proposed separated sonar localization system should be tested as an integrated system. The positions of separated sonar receivers are initialized by the experiment results obtained at the calibration stage. In this part of the experiment, we separately utilize the grid point based calibration results and the SLAM-based calibration results. When we use the grid point based calibration results, the localization stage, and the calibration stage both work on the global coordinate system. However, if we use the SLAM-based calibration results, the positions of separated sonar receivers need to be transformed into the global coordinate system. The transformation matrix $T_{G}^{S}$ is computed in the previous section. In our experiments, even if we only deploy 16 sonar receivers on the ceiling, the
TABLE I: The calibration experiment results comparison of sonar sensor deployments. The $X_s, Y_s, Z_s$ values are the experiment results of the SLAM-based calibration, and the $X_g, Y_g, Z_g$ values are the grid point based calibration results.

<table>
<thead>
<tr>
<th>ID</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
<th>16</th>
</tr>
</thead>
<tbody>
<tr>
<td>$X_s(m)$</td>
<td>0.52</td>
<td>0.52</td>
<td>1.46</td>
<td>1.44</td>
<td>0.52</td>
<td>1.22</td>
<td>2.17</td>
<td>3.16</td>
<td>2.20</td>
<td>3.42</td>
<td>2.26</td>
<td>3.32</td>
<td>0.57</td>
<td>1.45</td>
<td>2.32</td>
<td>3.30</td>
</tr>
<tr>
<td>$X_g(m)$</td>
<td>0.51</td>
<td>0.53</td>
<td>1.45</td>
<td>1.49</td>
<td>0.53</td>
<td>1.26</td>
<td>2.19</td>
<td>3.18</td>
<td>2.20</td>
<td>3.39</td>
<td>2.21</td>
<td>3.28</td>
<td>0.53</td>
<td>1.38</td>
<td>2.25</td>
<td>3.25</td>
</tr>
<tr>
<td>$\Delta X(m)$</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
<td>0.05</td>
<td>0.01</td>
<td>0.04</td>
<td>0.02</td>
<td>0.02</td>
<td>0.00</td>
<td>0.03</td>
<td>0.05</td>
<td>0.04</td>
<td>0.04</td>
<td>0.07</td>
<td>0.07</td>
<td>0.05</td>
</tr>
<tr>
<td>$Y_s(m)$</td>
<td>1.12</td>
<td>2.10</td>
<td>1.13</td>
<td>2.16</td>
<td>0.36</td>
<td>0.32</td>
<td>0.36</td>
<td>0.29</td>
<td>1.18</td>
<td>1.14</td>
<td>2.03</td>
<td>2.01</td>
<td>3.29</td>
<td>3.34</td>
<td>3.29</td>
<td>3.28</td>
</tr>
<tr>
<td>$Y_g(m)$</td>
<td>1.18</td>
<td>2.13</td>
<td>1.18</td>
<td>2.17</td>
<td>0.37</td>
<td>0.37</td>
<td>0.37</td>
<td>0.36</td>
<td>1.24</td>
<td>1.23</td>
<td>2.07</td>
<td>2.08</td>
<td>3.32</td>
<td>3.35</td>
<td>3.38</td>
<td>3.31</td>
</tr>
<tr>
<td>$\Delta Y(m)$</td>
<td>0.06</td>
<td>0.03</td>
<td>0.05</td>
<td>0.01</td>
<td>0.01</td>
<td>0.05</td>
<td>0.01</td>
<td>0.07</td>
<td>0.06</td>
<td>0.09</td>
<td>0.04</td>
<td>0.07</td>
<td>0.03</td>
<td>0.01</td>
<td>0.09</td>
<td>0.03</td>
</tr>
<tr>
<td>$Z_s(m)$</td>
<td>2.15</td>
<td>2.16</td>
<td>2.16</td>
<td>2.17</td>
<td>2.46</td>
<td>2.46</td>
<td>2.48</td>
<td>2.48</td>
<td>2.48</td>
<td>2.49</td>
<td>2.48</td>
<td>2.48</td>
<td>2.48</td>
<td>2.48</td>
<td>2.48</td>
<td>2.47</td>
</tr>
<tr>
<td>$Z_g(m)$</td>
<td>2.15</td>
<td>2.17</td>
<td>2.16</td>
<td>2.16</td>
<td>2.47</td>
<td>2.46</td>
<td>2.46</td>
<td>2.45</td>
<td>2.47</td>
<td>2.50</td>
<td>2.47</td>
<td>2.44</td>
<td>2.46</td>
<td>2.46</td>
<td>2.44</td>
<td>2.45</td>
</tr>
<tr>
<td>$\Delta Z(m)$</td>
<td>0.00</td>
<td>0.01</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.00</td>
<td>0.02</td>
<td>0.03</td>
<td>0.01</td>
<td>0.06</td>
<td>0.02</td>
<td>0.04</td>
<td>0.02</td>
<td>0.02</td>
<td>0.08</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Fig. 8: The left column shows the localization errors in 3 axes with respect to the SLAM-based calibration results, and the right column shows the localization errors with respect to the ground tile based calibration results.

The localization system performs well and reaches a high-level accuracy. As shown in Fig.8, the box-and-whisker diagrams of two localization experiments illustrate the statistical properties of the localization errors. The left three diagrams are the localization errors of three axes in the SLAM-based localization experiments. The right ones are the results of the grid point localization experiments.

2) Dynamic Localization: After evaluating the static localization accuracy, we additionally utilize the Optitrack Motion Tracker system to exam the dynamic localization accuracy of our system. As shown in the Fig.9(a), the Optitrack Motion Tracker system provides the ground truth and the proposed separates sonar localization system generates the measurements of the position values. The experimental area is surrounded by 16 Flex13 cameras of the Optitrack Motion Tracker system. The frame rate of the Flex13 camera is 120 fps, and its resolution is 1.3 megapixel (1280*1024). These features enable us to capture ground truth data with a precision down to 0.5 mm, making the ground truth very accurate and reliable. The software we use in the Optitrack system is Motive 2.1 optical motion capture software. The separated sonar receivers are deployed on the blackboard. The separated sonar receivers and the transmitters are carefully calibrated by the Optitrack system. After simultaneously starting the Optitrack system and the separated sonar system, we move the separated sonar transmitter in a spiral trajectory. The position values of the transmitter are recorded by two localization systems.

The localization trajectory of the separated sonar transmitter is shown in the Fig.9(b). The black points illustrate the sonar receivers deployed on the blackboard. Since the Optitrack system and the separated sonar localization system have a different frequencies, we resample the ground truth data and align it with the estimation trajectory. The red points express...
IV. CONCLUSION

In this paper, we propose a separated sonar-based localization system considering the high localization accuracy, the low cost, and the deployment convenience simultaneously, which is essential for a practical large-scale indoor localization system. Our system consists of the calibration stage for system initialization and the localization stage for general working. Our novel calibration method merges the SLAM system and the separated sonar sensors to initialize the whole localization system. After the calibration stage, the separated sonar-based localization system won’t be influenced by the dynamic environment. And it can compute the high precision positions at the localization stage in real-time without the aforementioned SLAM system. The SLAM system used in the calibration stage can be replaced by most of the state-of-art SLAM systems to promote calibration quality. At the localization stage, our localization system performs well both in the simulation platform and in the real-world environment. The separated sonar sensors can obtain an accurate position of the mobile robot and work stably in real-time without accumulative error.
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