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Accurate and Real-Time 3-D Tracking for the
Following Robots by Fusing Vision and
Ultrasonar Information

Mengmeng Wang ', Yong Liu

Jinhong Xu

Abstract—Acquiring the accurate three-dimensional
(3-D) position of a target person around a robot provides
valuable information that is applicable to a wide range of
robotic tasks, especially for promoting the intelligent man-
ufacturing processes of industries. This paper presents a
real-time robotic 3-D human tracking system that combines
a monocular camera with an ultrasonic sensor by an ex-
tended Kalman filter (EKF). The proposed system consists
of three submodules: a monocular camera sensor track-
ing module, an ultrasonic sensor tracking module, and the
multisensor fusion algorithm. An improved visual tracking
algorithm is presented to provide 2-D partial location esti-
mation. The algorithm is designed to overcome severe oc-
clusions, scale variation, target missing, and achieve robust
redetection. The scale accuracy is further enhanced by the
estimated 3-D information. An ultrasonic sensor array is
employed to provide the range information from the target
person to the robot, and time of flight is used for the 2-D
partial location estimation. EKF is adopted to sequentially
process multiple, heterogeneous measurements arriving in
an asynchronous order from the vision sensor, and the ultra-
sonic sensor separately. In the experiments, the proposed
tracking system is tested in both a simulation platform and
actual mobile robot for various indoor and outdoor scenes.
The experimental results show the persuasive performance
of the 3-D tracking system in terms of both the accuracy
and robustness.

Index Terms—Extended Kalman filter (EKF), following
robot, three-dimensional (3-D) tracking, ultrasonic, visual
tracking.
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[. INTRODUCTION

HE following robot is one of the important autonomous

devices in the intelligent manufacturing of industries. The
core technology for the following robot is the accurate three-
dimensional (3-D) position tracking for a moving object that
the robot should follow in real time. It is also an essential build-
ing block of many advanced applications in the robotic areas,
such as human—computer interaction, robot navigation, mobile
robot obstacle avoidance, service robots, and industrial robots.
For example, an autonomous transmitting robot tracks and fol-
lows a specific worker in order to provide cargo transportation
services or to accomplish other manufacturing tasks in the com-
plex indoor or outdoor factory environments. It is crucial to
estimate the accurate positions of the target continuously for
subsequent actions. To track the target person across various
complex environments, robots need to localize the target and
discriminate that specific target from other objects. In this con-
text, localizing and tracking a moving target become critical and
challenging for many indoor and outdoor robotic applications
[11-[4].

Tracking moving target for mobile robots has been a popular
research topic in recent years, and many methods using various
sensors have been developed [3], [5]-[8]. Among them, visual
tracking enjoys a good population. It is an active research area
in computer vision community and obtains significant progress
over the past decade [9]-[13]. The visual tracking methods [14]-
[16] usually employ the target’s texture features in the sequenced
RGB images to track the moving target. Recently, a group of
correlation filter based discriminative trackers have made re-
markable improvement in visual tracking field [10], [11], [17],
[18], [19]. Due to the particularity of visual tracking, the cor-
relation filter can be solved in the discrete Fourier transform
(DFT) effectively and efficiently. These methods are skilled in
many environments; however, they are not suitable for the 3-D
target tracking in a robot platform, because they are not robust
enough in the situations of severe occlusions and object missing
in 2-D images. In addition, a monocular camera sensor can only
obtain the 2-D position as it is insufficient to measure the range
information from the robot to the following target. To intro-
duce range information while retaining the advantages of visual
tracking, an intuitive solution is to incorporate heterogeneous
data from other sensors [6], [7], [20].
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There are a number of different techniques to track target,
especially for the human, with mobile robots. Using laser range
finders with cameras for person tracking is frequent in the
robotics community [3], [7], [20]. Laser scans are always used to
detect the human legs at a fixed height. However, this cannot pro-
vide robust features for discriminating the different persons in
the robot vicinity, while the detector fails when one leg occludes
the other. Besides, the expensive laser range may also limit its
implementation in popular industrial environments. The RGB-D
sensors that can reconstruct 3-D features from 3-D point clouds
are also used for the target tracking [1], [2], [21], [22]. However,
the minimum distance requirement, narrow field of view, and
sensitivity to the illumination variations of the RGB-D sensors
limit this technique for robust target tracking applications.

Since ultrasonic sensors are widely used as range informa-
tion detection, there are plenty of literature works that explore
to localize and track targets by this kind of sensors [23]-[25].
However, the ultrasonic sensors may usually perform inaccu-
rately when the target moves at the vertical direction of the
sonar beam [25]. Another problem for sonar sensors is the ultra-
sonic reflection, which may cause invalid and incorrect results.
In their approaches, the sonar array fires and receives along
multiple paths, and it is likely to have reflection from the envi-
ronments such as the walls, which leads to inaccurate tracking
results. At the same time, if there are more than one users,
i.e., more than one active sonar emitters in the sonar field of
view, the passive sonar array cannot figure out the target person.
Combining the sonar sensors with cameras is another popular
research direction [5], [6], [26]. Most of these methods cascade
the ultrasonic sensors and cameras together. They usually use
the sonar sensors to detect the regions that might contain the
target person in the sonar field of view. Corresponding regions
in the images are then used as the priori searching areas for the
target. This method may be invalid when the ultrasonic sensors
lose the target, leading to the fact that the target is beyond the
view of the camera sensor.

In this paper, we propose a new method for tracking the
3-D positions of a person by monocular vision and ultrasonic
sequentially and independently in both indoor and outdoor en-
vironments with a robot platform. Due to the reliability and
simplicity of the ultrasonic sensors, we fuse the partial posi-
tion estimation from a camera and an ultrasonic sensor sequen-
tially and exploit their respective advantages. Visual tracking
processes videos captured from the camera sensor to estimate
the target’s locations in the image coordinate. Ultrasonic array
sensor offers the range information of the target in the robot
coordinate. The actual 3-D positions are estimated by merg-
ing these two heterogeneous information sources. This sen-
sor configuration is an alternative to more complex and costly
3-D human tracking systems for mobile robots. In summary, the
contributions of this paper can be presented as follows:

1) An accurate 3-D human tracking system is proposed by
fusing a vision sensor with an ultrasonic array sensor
sequentially by the extended Kalman filter (EKF).

2) An improved real-time visual tracking algorithm is pre-
sented to handle the situations of severe occlusion, object
missing, and redetection;
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Fig. 1. The local robot coordinate. We employ a camera sensor (Xtion
Pro LIVE) to acquire the ground truth of the 3-D position of the tar-
get during the tracking process in the experiment. Simultaneously, the
RGB camera of Xtion is used as our monocular camera sensor for
convenience.

3) The estimated 3-D information is further exploited to
improve the scale accuracy of the target in the image
coordinate.

In the experiment, we demonstrate the proposed method both
in the robot platform and simulation. The experimental results
show that our method performs accurately and robustly in the
3-D human tracking for the challenging conditions, such as
occlusions, background clutters, scale variations, and even when
the person is totally missing.

Il. METHOD

The proposed 3-D tracking system can be decomposed into
three submodules: a monocular camera sensor tracking mod-
ule, an ultrasonic sensor tracking module, and a multisensor
fusion algorithm. In this section, the details about these three
submodules are presented.

The state of the target x; = [xy, Yk, 2x]  is defined as the
location of the sonar emitter wore by the target person. Here,
the subscript k represents the kth time instant. All the variables
are defined in the robot local coordinate frame as shown in
Fig. 1. The target person is sensed by both a vision sensor and
an ultrasonic sensor. To estimate the 3-D position of the person,
the two data streams from the two sensors are fused sequentially
using an EKF.

]T

A. Monocular Camera Sensor Tracking Module

The monocular camera is installed on the top of the ultra-
sonic array sensor, which is attached on the mobile robots. The
vision sensor measurement model h¢ (x;) is a simple camera
projection model as follows:

he (x1) = [uck, ver]” (la)
Uck
ver | = A[R|E] |} (1b)
1
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where (ucy,voy) is the target’s location in the image coordi-
nate, which is estimated by our visual tracking algorithm, and
[R|t] and A are the extrinsic and intrinsic parameter matrices
of the camera separately.

For conventional visual tracking, the target is given in the first
frame either from human annotation or a certain detector. In the
proposed 3-D human tracking system, the initial bounding box is
calculated by the 3-D to 2-D projection with the target person’s
height h and the initial 3-D position x;,;;. Additionally, we
assume the average width of a person is 0.4 m and the distance
from the sonar emitter to the person’s feet is 50% of his/her
height A in all experiments. Then, the initial 3-D positions of
left boundary x;,i¢, right boundary x,i,i¢, head xpiyi¢, and feet
Xpnit Of the target can be calculated by

Xiinit = Xini¢ + [0,0.4/2,0]" (2a)
Xrinit = Xini¢ + 0, —0.4/2,0]" (2b)
Xhinit = Xini¢ + [0,0,0.5h]" (2¢)
Xfinit = Xinit + (0,0, —0.5h)" . (2d)

The initial width wy,i¢, height hi,i, and the center posi-
tion of the target’s bounding box (uinit, Uinit) in the image is
calculated as

Winit = Urinit — Ulinit (3a)
Rinit = Vfinit — Vhinit (3b)
Uinit = (Uinit + Urinit ) /2 (3¢)
Vinit = (Veinit + Vhinit) /2 (3d)

where Uyinis, Ulinit are the u axis values in the image co-
ordinate of Xj,;¢ and Xyt calculated by (1b). Similarly,
Vanit and vpinie are the v-axis values in the image coordinate
of xpinit and Xg i, respectively.

The presented visual tracking algorithm is based on the ker-
nelized correlation filter (KCF) [10] tracker. We extend it with a
novel criterion to evaluate the performances of the tracking re-
sults and develop a new scale estimation method that estimates
the scale variations by combining the projection from the 3-D
target position into the 2-D image coordinates with the visual
scale estimations.

1) KCF Tracker: In this section, a brief exposition of KCF
tracking algorithm is presented, which is described in detail in
[10]. The goal is to learn an online correlation filter from a plenty
of training samples of size W x H. KCF considers all cyclic
shifts s, 1, (w,h) €{0,....,W —1} x {0,..., H — 1} around
the target as training examples. The desired correlation output
Yuw,» 1s constructed as a Gaussian function with its peak located
at the target center and smoothly decayed to O for any other
shifts.

The optimal correlation filter w is obtained by a function
that minimizes the squared error over samples s,, ;, and their
regression labels v, j,

min Y [ (su.n) s W) = yu|* + 2wl )

where ¢ denotes the mapping to nonlinear feature space with
kernel x and the dot product of s and s’ is (¢ (s),p (8')) =
k (s,8'). A is aregularization parameter that controls overfitting.

With the fact that all circulant matrices are made diagonal by
the DFT and circulant kernels, the solution w can be represented
as W =, 0y (Sw.n), then the optimization goal is the
variable « rather than w:

()

where .% and .% ! denote the DFT and its inverse. k® is the
kernel correlation of the target appearance model s with itself.
Each cyclically shifted training sample s,, ;, actually consists
of certain feature maps extracted from its corresponding image
region.

In the tracking process, a new image region r centered at
the position of the last frame is cropped in the new frame. The
position of the target is found in the maximum response of the
output response map f (r):

f) =717 K)o F (a)) (6)

where © is the element-wise product and k°" represents the
kernel correlation of s and r.

Note that in KCF, « in (5) and the target appearance model
s are updated continuously. The model will be corrupted when
the object is occluded severely or totally missing and adapt to
the wrong background or obstacle regions as shown in the third
row of Fig. 2. This will lead to incorrect tracking results and
missing the target in the following frames.

2) Analysis of the Response Map: In visual tracking, severe
occlusion and missing are two of the main challenging factors
that limit tracking performances. As mentioned above, the KCF
tracker cannot avoid the model corruption due to the lack of the
feedback of the tracking results.

The response map is the correlation response used to locate
the position of target as in (6). It reveals the degree of confi-
dence about the tracking results to some extent. The response
map should have only one sharp peak and be smooth in all other
areas when the detected target in the current frame is extremely
matched to the correct target. The sharper the correlation peaks
are, the better the location accuracy is. If the object is occluded
severely or even missing, the whole response map will fluctuate
intensely, whose pattern is significantly different from the nor-
mal response map, as shown in Fig. 2. If we continue to detect
a target as normal, the results will be wrong mostly. So, we ex-
plore a novel criterion for severe occlusion, as well as retaining
the advantages of KCF.

For correlation filter based classifier, the peak-to-sidelobe ra-
tio (PSR) can be used to quantify the sharpness of the correlation
peak. However, PSR is still not robust to partial occlusions [19].
We propose a novel criterion called PCE measure in the follow-
ing equation:

|ymax|2

Y

PCE = (N
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Fig. 2. First column shows the original frames from the vision sen-
sors, and the second column reveals the corresponding response maps.
The red bounding box represents the found target of our method, while
the green one denotes the tracking result of KCF tracker. When the
girl is fully occluded, the corresponding response map will fluctuate in-
tensely. By introducing the proposed criterion peak-to-correlation energy
(PCE), the target girl is redetected again by our method and the response
map returns to the normal pattern. However, the KCF tracker loses the
target due to the model corrupting during the occlusion. This video is
from a visual tracking benchmark [15]. (a) Normal. (b) PCE = 0.786.
(c) Occluded. (d) PCE = 0.087. (e) Redetected. (f) PCE = 0.671.

where |Ymax| denotes the maximum peak magnitude, and the
correlation response map energy ), is defined as follows:

Ey = Z |yw,h|2'

w,h

®)

For sharper peak, i.e., the target apparently appearing in the
visual field of the robot, £, will get close to |y ax |2; thus, PCE
will approach to 1. Otherwise, PCE will approach to O if the
object is occluded or missing. When the PCE is lower than a
predefined threshold, as shown in the second row of Fig. 2, the
target appearance model and the filter model will not be updated.

3) Scale Estimation: When a robot tracks the target in front
of it, the relative velocity of the robot and the target is changing
all the time, and the size of the target in the image is varying
according to the distance between the target and robot.

To handle scale variation s,.p in the 2-D visual track-
ing process, we employ the discriminative scale space track-
ing (DSST) [11] algorithm. First, the position of the ob-
ject is determined by the learned translation filter with abun-
dant features. Second, a group of windows with different
scales is sampled around this position and correlated with the
learned scale filter via coarse features. For each scale, the
maximum value of its response map is measured as its matching

score. The scale with the highest score is regarded as s;.p. At
the meantime, the standard variance o,.p from s,.p is calculated
as the uncertainty of s, p.

We also consider the scale states calculated from the 3-D
position estimations. At the kth frame, the 3-D position xy, is
estimated. Then, we can get the 3-D positions of the head xj,;,
and feet xy; by (2b) and (2c) as the height h of the target is
fixed during tracking.

We can obtain vy, and vy by projecting x;; and x;;, into
the image space through (1b), where v},;, and vy, are the v-
axis values in the image space of head and feet, respectively.
We assume that the scale variation of the height and width is
synchronous. Then, the scale variation from the 3-D position is
obtained from

€))

where v;,i¢ is the initial height of the target calculated by (3d).
Finally, the scale s of the kth frame is calculated as follows:

S2-D S3.D
.-
02-D 03D

where o3.p = /P (3, 3) is the uncertainty of s3.p, and Py, is
the covariance matrix of the kth estimated state.

530 = (Ufk — Vnk) /Vinit

02-DO3-D

S E—— (10)
02p + 03D

B. Ultrasonic Sensor Tracking Module

In the proposed tracking system, we consider the traditional
sonar array sensors to obtain the range information and improve
the predicted accuracy of the tracking target. Traditional sonar
array sensors always use time of flight (TOF) and triangulation
to find the relative location of a target with respect to the source.

The active sonar emitter array that consists of one sonar sensor
is designed as a human carrying portable user device (POD). The
corresponding passive sensor receivers with two sonar units
are attached equally spaced in front of the robot. In order to
mate the sonar emitter and receiver, we introduce the radio
frequency (RF) wireless module to transmit and receive radio
signals between the POD and passive sensor array.

When the RF module on the robot receives the RF signal
from the POD, it will start a timer and respond to the RF on
the POD to make the sonar emitter launch an ultrasonic signal.
Then, the time lapsed from when the timer starts until all the
sonar units measure an incoming signal is the corresponding
TOF. This time actually includes the response time caused by
the RF module. We find out that this response time is fixed all
the time and can be measured as At.

As shown in Fig. 3, the sonar emitter of the POD in the ultra-
sonic coordinate is denoted as (xyj, Y ). It can be calculated
from

d1 :’U(tl —At) (lla)
d2 = (tz - At) (llb)
D 2
(zuk —0)* + (yUk - 2) =d;* (11c)
D\ 2
(zur —0)° + (yw - (2>) =d’  (11d)
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Sonar receiver

Fig. 3. lllustration of the ultrasonic sensor tracking module. The black
coordinate on the robot denotes the local robot coordinate, and the black
location (zy, vy, 2 ) indicates the sonar emitter position in this coordi-
nate. The red location (zy .,y ) denotes the sonar emitter position
in the ultrasonic coordinate, d;, d, show the distances from the sonar
emitter to the two sonar receivers, and d is the final distance between
the robot and the sonar emitter.

where v denotes the sound velocity, which is generally consid-
ered to be 340 m/s. D indicates the distance between the two
passive sonar receivers, and ¢; and ¢, are the TOF of them.

Transform to the kth system state x, = [z, Y, zk]T in the
robot coordinate, the expected measurement hy (x;) of the
ultrasonic sensor is denoted as

hy (x1) = [zok, yor]” (12)
where 217, = Vap? + 2,2 and yyp = yi.

C. Multisensor Fusion

As the sampling frequencies of the two sensors are differ-
ent, the fusion algorithm will be run whenever any of them is
updated. A standard EKF approach is utilized to fuse the mea-
surements obtained from the ultrasonic sensor and the vision
sensor. We adopt such a method to sequentially process the mul-
tiple, heterogeneous measurements arriving in an asynchronous
order [27].

1) Prediction Step: As we have no knowledge of the target
motion, a random walk or a constant velocity model can be used
to predict the target location in the robot coordinate. In the case
of random walk model, such as

Xk =X -1 (13a)
P, =GP, _G” +R;, (13b)
Rk :R(tk —tkfl) (130)

where P, is the covariance matrix, G is the Jacobian of (13a)
(a 3 by 3 identity matrix in the random walk model). Ry, is
the motion noise during the time step (¢ — ¢ 1), so it is
proportional to (¢; — ¢ — 1) by a constant noise level R.

2) Correction Step: Whenever any measurement is avail-
able, the system state is updated by

K. =PyH (H P H +Qu) | (140)
xp = X + K (2o — ha (%)) (14b)
P, =(I-K;Hy;)P; (14c)

where the « in the subscript stands for either ultrasonic (U) or
camera (C') measurement, we collectively call it measurement
next. h, (x;) is the sensor model that provides the predicted
measurement. The camera sensor model he (x) is defined in
(1), and the sonar sensor model hy (x;) is defined in (12).
H.; is the Jacobian matrix of h, (x;). z. is the actual sensor

measurement. z¢, is estimated from the visual tracking algo-
rithm by (6) and zg ;. is the mean distance predicted by (11).
Q.. is the measurement noise. For sonar sensor, Q. is the
covariance matrix from TOF. For the camera sensor, when the
PCE is larger, the noise is smaller. The trend of PCE is opposite
to the measurement noise Q¢ . Thus, we use the reciprocal of
the PCE criterion and divide it by 100 to obtain the correct order
of magnitude of the noise Q¢ . It is experimentally defined as
5
0 S&E|

Qo = 15)

PCE

So, the input from the camera sensor will be z¢; and Qc¢,
both coming from the visual tracking algorithm. The input from
the sonar sensor will be z7;, and Qg ., both coming from (11).

Ill. EXPERIMENTS

To evaluate the performance of our multisensor 3-D human
tracking system, sufficient experiments are carried out in both
simulation environments and real world scenarios. The simula-
tion is done by a robot simulator named virtual robot experimen-
tation platform (V-REP), which is used for fast prototyping and
verification to validate the accuracy of the proposed tracking
system. We implement our 3-D tracking system in a new robot
platform named Rock105, as shown in Fig. 1. It is a differential
mobile robot system fitted with an autotipping mechanism [25].
The detailed tracking processes of all the experiments are shown
in our video demo.

A. Implementation Details

All our experiments are performed using MATLAB R2015a
on a 3.2 GHz Intel Core i7 CPU with 16 GB RAM. The robot
operating system (ROS) has been employed as the software
framework for the Rock105 platform, linked to MATLAB via
the MATLAB-ROS bridge package. The camera sensor and the
sonar receivers are both installed in front of the Rock105 in the
same vertical plane facing front. The visual tracking algorithm
runs at an average speed of 25 fps and the prediction of sonar
runs at about 20 Hz. The height and width of each target will
not impact the initialization of the proposed tracking system.
We regard the height h as a parameter and set up with the actual
height of the target in all experiments. The width is average as
0.4 m, which does not influence the results. The setup includes
two parameters for ultrasonic sensor tracking. The first one is
the distance between the two passive sonar receivers D, which
is 0.6 m in Rock105. The other one is the response time of RF
module At, which is 0.152 ms.

The setup of the visual tracking algorithm is detailed here.
For the visual features, we employ the multichannel features
based on histogram of oriented gradient (HOG) [28] with a cell
size of 4 pixels, as well as color names (CNs) [17] with the first
two dimensions. The threshold of the PCE criterion is set to
0.2 from experiments. When PCE is larger than 0.2, the target
appearance and the filter models are updated. Otherwise, the
target is perceived as occluding or missing, so the target appear-
ance and the filter models are not updated. The regularization
parameter X in (4) is set to 0.0001.
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Fig. 4.

TABLE |
MEAN ERROR IN THREE AXES

[ Axis | SI(C+U) | SO(C+U) [ SO(C) | SO(U) | RI(C+U) | RO(C+U) |

x(m) | 0.144 0.07521 | 1.1650 | 0.1413 0.168 0.2045
y(m) | 0.1062 0.03776 | 0.1169 | 0.1364 | 0.1091 0.1262
z(m) | 0.1085 0.1167 | 0.2679 | 0.4366 0.116 0.1231

S stands for simulation, R for Rock 105, I for indoor, O for outdoor, C for the camera sensor,
and U for the ultrasonic sensor.

In order to demonstrate the performance of the proposed
3-D tracking system, we test it in the simulation experiments
and the Rock105 robotic platform in both indoor and outdoor
environments. To illustrate that under normal walking paces
and patterns the proposed tracking system is able to effectively
track the target person, we apply a simple proportional controller
in translation and orientation velocity to make the robot track
automatically.

B. Experiments on Simulation Platform

In the simulated robotic platform, there are no disturbance
and noise like the actual robots and scenarios. Thus, we do
experiments in the simulated platform to verify the theoretical
framework of the proposed 3-D tracking system. In the sim-
ulated robotic platform, a passive sensor array with two sonar
units is attached equally spaced in front of the robot. The camera
sensor is fixed below the sonar array.

1) Multisensors Validation: For safety, we compare the
tracking results with individual sensor respectively only in the
simulation outdoor scene to validate the necessity of the two
sensors. Without the monocular camera sensor, the estimated
accuracies of the z-axis are dramatically reduced, as shown in
Fig. 4(a). The fluctuation of z-error is due to the target’s move-
ment on the z-axis that is designed to act as a simple sine curve.
Without the sonar sensor, the estimation of the x-axis is incor-
rect, as shown in Fig. 4(b) due to the lack of information in
this dimension. The tracking result is imponderable when the
visual tracking algorithm loses the target. The corresponding
mean errors are shown in Table I. Combining the ultrasonic
sensor and the camera sensor together, the position of z and z
axes can be well compensated and the position of the y-axis can
also be enhanced accurately. The effectiveness is validated by
the experiments. The tracking results on all three directions are
getting more stable and accurate, as shown in Fig. 4(c).

wemrror
" W y-amor
I % z-arror

]

Simulation outdoor scene. Error analysis for single sensor. (a) Ultrasonic only. (b) Camera only. (c) Camera + ultrasonic.

(b)

Fig. 5. Simulation scenes. (a) Indoor. (b) Outdoor.
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Fig. 6. 3-D tracking results of simulation experiments. (a) Indoor scene
results. (b) Outdoor scene results.

2) Indoor and Outdoor Scenes: Before using the proposed
method in our real-world robots, we test it in simulation plat-
forms in both indoor and outdoor scenes. The indoor scene is
constructed as an office room with many persons inside it like
Fig. 5(a). The outdoor scene in Fig. 5(b) is built with plenty of
buildings, trees, vehicles and people, just like a city area. The
quantitative 3-D tracking results on the simulation scenes are
shown in Fig. 6, where the green lines represent the ground truth
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FrontCamera

Fig. 7. Left shows the scene shot of multitarget scene. Right one de-
notes the camera view of the corresponding robot. (a) Multitarget scene.
(b) Camera view.

o s 10 1]
time step k

(a)

Fig. 8. Error analysis of multitarget interference. (a) Ultrasonic only.
(b) Camera + ultrasonic.

Fig. 9. Real-world scenes. (a) Indoor. (b) Outdoor.

of the target motions in three axes, and the black lines denote the
estimation of the proposed tracking system. It can be observed
that the tracking errors is markedly small since the two lines are
closed to each other in all three axes.

3) Multitarget Interference: When there are two or more per-
sons carrying with sonar PODs in the same scenario, the ultra-
sonic sensor might lose the correct target due to the distraction
from other sonar PODs. We have experimented under this sit-
uation with only sonar sensor as shown in Fig. 7(a), there are
two pairs of target-robot groups that are close to each other.
As long as the RF module on the robot receives the RF signal
from its corresponding POD, it will start a timer to measure
the time lapsed from when the timer starts until the sonar units
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Fig. 10. Comparison with KCF tracker. (a) The results in all three axes.
(b) Error comparison.
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Fig. 11.  3-D tracking results on Rock105 in the outdoor scenario.

measure an incoming signal as the corresponding TOF. The
RF modules are unique to each target-robot pair, while the ul-
trasonic active and passive sensors are not. Therefore, when
the RF module starts a timer, if the sonar signal from another
unmatched POD is received earlier than the matched one, the
measured sonar signal is more likely to be a distraction. The
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Fig. 12.
variation.

error analysis for the left target-robot pair of Fig. 7(a) is shown
in Fig. 8(a). The large error in the y-axis reflects the fact that the
sonar sensor might be disturbed by nearby sonar PODs carried
by other targets. In the proposed method, the camera sensor is
employed to handle this problem, as shown in Fig. 7(b). The pro-
posed visual tracking algorithm can track the target accurately
without being disturbed by the nearby target under the circum-
stances. Thus, the proposed 3-D tracking method can still track
the correct target with little error in all three axes, as shown in
Fig. 8(b).

C. Experiments on Actual Mobile Robot

Further, we experiment the proposed 3-D tracking system in
the Rock105 platform, as shown in Fig. 1. We introduce the
skeleton tracking of Xtion PRO LIVE ! to get the ground truth
of the 3-D positions of the target during the tracking process
through the OPENNI NITE2 tracker package. The position of
the waist in the skeleton is regarded as the true position of the
sonar POD carrying with the person. Simultaneously, the RGB
camera of Xtion is used as our monocular camera sensor. As
shown in Fig. 9, the indoor experiment is performed in the com-
mon corridor of our laboratory, while the outdoor experiment
is conducted outside the robotics laboratory in the Zhejiang
University.

1) Visual Tracking Algorithm Validation: The proposed
monocular camera sensor tracking module is based on the KCF
tracker [ 10]. However, the KCF tracker cannot handle the object
occlusion and scale variation, which are important in the 3-D
tracking system. We have made two main contributions beyond
KCEF. First, we explore a criterion to judge whether the target
is occluded, and second, we combine the 2-D and 3-D scale
estimation together to improve the scale accuracy. To validate
the improvement of the proposed visual tracking model in our
system, we conduct the experiment with both the KCF tracker
and the proposed visual tracking algorithm on the Rock105
platform. The results of the experiments are shown in Fig. 10.

As shown in Fig. 10(a), the proposed visual tracking model
outperforms KCF tracker especially in the y-axis. The errors in

Thttps://www.asus.com/3D-Sensor/Xtion_PRO/specifications/

Multitarget interference and illumination variation from the robot view. (a) Normal condition. (b) Interferential target occlusion. (c) lllumination

Fig. 10(b) are computed by the Euclidean distance between the
estimated 3-D position and the ground truth. It is obvious that
the errors of the proposed tracker are smaller than KCF tracker.
It is mainly due to the robustness of the proposed PCE criterion,
which can judge the wrong tracking results and avoid the model
drifting problem.

2) Indoor and Outdoor Scenes: There are many challenges
in these scenes such as illuminate variations, scale variations,
part occlusions, severe occlusions, background clutters, and ob-
ject missing. The target person is walking with the variations in
all three ases to make the 3-D estimation more challenging. We
show these challenges in our video demo with both indoor and
outdoor experiments. Indoor results can be seen from Fig. 10,
where the red lines show the ground truth of the target motions,
while the green ones denote the estimation of our method. Out-
door results are shown in Fig. 11, where the red lines show the
ground truth of the target motions, while the blue ones denote
the estimation of our method. The tracking results of real-world
robot experiments are actually impressive with very small errors
as well. We calculate the mean error of all the experiments in
Table 1. The results illustrate a great performance of our pro-
posed system.

3) Multitarget Interference: 1t is very common to encounter
the situation with multitarget in the actual scenes. Therefore,
we do another experiment with multitarget interference to show
the robustness of the proposed 3-D tracking system. The inter-
ferential target also carries a sonar emitter and walks near the
Rock105 robot. To make the experiment more challenging, the
interferential target directly goes through and totally occludes
the correct target three times, as shown in Fig. 12(b). Besides,
the illumination varies sharply like Fig. 12(c). The quantitative
3-D tracking results are shown in Fig. 13, where the red lines
show the ground truth of the target motions, while the blue ones
denote the estimation of our method. The results apparently
reflect that the proposed 3-D tracking system is robust to the
multitarget interference. When the sonar sensor is disturbed by
the interferential target, the proposed visual tracking algorithm
can still track the target accurately under the circumstances and
the proposed PCE criterion can handle the object occlusion
problem robustly. Thus, the proposed 3-D tracking system can
overcome the multitarget interference effectively.
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Fig. 13.  3-D tracking results of the multitarget interference experiment.

IV. CONCLUSION

In this paper, we address the problem of accurately esti-
mating the 3-D position of the target in front of the mobile
robot for tracking purposes, in both indoor and outdoor envi-
ronments. Our approach fuses the partial location estimations
from a monocular camera and an ultrasonic array. To improve
the robustness of the tracking system, a novel criterion in the
visual tracking model is introduced to overcome the problems
of occlusions, scale variation, targets missing, and redetection.
The ultrasonic sensor is used to provide the range-based loca-
tion estimation. Information from two heterogeneous sources is
processed with EKF sequentially to handle their different up-
date rates. The estimated 3-D information is further exploited
to improve the scale accuracy. The proposed approach is imple-
mented and tested in both simulation and real-world scenarios.
As the evaluation results show, the proposed algorithm is able
to produce stable, accurate, and robust 3-D position estimations
of the target in real time.
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