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Abstract—Grasping detection from single images in robotic ap-
plications poses a significant challenge. While contemporary deep
learning techniques excel, their success often hinges on large an-
notated datasets and intricate network architectures. In this letter,
we present LiteGrasp, a novel semi-supervised lightweight frame-
work purpose-built for grasp detection, eliminating the necessity
for exhaustive supervision and intricate networks. Our approach
uses a limited amount of labeled data via a knowledge distillation
method, introducing HRGrasp-Net, a model with high efficiency for
extracting features and largely based on HRNet. We incorporate
pseudo-label filtering within a mutual learning model set within
a teacher-student paradigm. This enhances the transference of
data from images with labels to those without. Additionally, we
introduce the streamlined Lite HRGrasp-Net, acting as the student
network which gains further distillation knowledge using a multi-
level fusion cascade originating from HRGrasp-Net. Impressively,
LiteGrasp thrives with just a fraction (4.3%) of HRGrasp-Net’s
original model size, and with limited labeled data relative to total
data (25% ratio) across all benchmarks, regularly outperforming
solely supervised and semi-supervised models. Taking just 6 ms for
execution, LiteGrasp showcases exceptional accuracy (99.99% and
97.21% on Cornell and Jacquard data sets respectively), as well as
an impressive 95.3% rate of success in grasping when deployed
using a 6DoF UR5e robotic arm. These highlights underscore the
effectiveness and efficiency of LiteGrasp for grasp detection, even
under resource-limited conditions.

Index Terms—Grasp detection, knowledge distillation, robotic
grasping, semi-supervised learning.

I. INTRODUCTION

IN LIGHT of its substantial advantages in terms of automa-
tion and intelligence, robotic grasping has gained widespread

application across industrial manufacturing and everyday life
scenarios [1]. In the realm of sequential robotic grasping, the
detection of a grasp is a pivotal aspect, enabling precise ma-
nipulation within real-world environments. However, achieving
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Fig. 1. Comparison among different grasp detection methods.

efficient and precise object grasp detection remains a challeng-
ing endeavor laden with practical complexities.

The early techniques used primarily for grasp detection were
heavily focused on recognized objects. For instance, Lenz et
al. [2] introduced a novel representation for grasping that en-
compasses five dimensions. In contrast, Redmon et al. [3] sig-
nificantly improved performance by optimizing multiple grasp
candidates. Addressing limitations in generalization, Kumra et
al. [4] introduced a multi-modal grasp predictor incorporating
both RGB and depth channels. Nevertheless, these methods only
achieved moderate success rates. However, these approaches
exhibited constraints in scenarios involving unknown objects.

Recent efforts to enhance adaptability to novel scenarios in-
cluding unknown objects have focused on data augmentation, in-
novative model architectures, and synthetic datasets [5], [6], [7],
[8]. Noteworthy contributions include the SKGNet [6], which
utilizes Selective Kernel convolution, and a transformer-based
architecture [8] incorporating skip-connections. While these
methods improved accuracy and generalization, their depen-
dence on fully supervised training requiring large-scale labeled
data limited real-world applicability (Fig. 1(a)).

To address the need for extensive labeled data, semi-
supervised approaches [9], [10] utilized minimal labeled data
and predominantly unlabeled data (Fig. 1(b)). [9] harnessed the
power of mean-teacher semi-supervised learning, demonstrating
competitive accuracy on the Cornell dataset [11]. Bai et al. [10]
introduced an active semi-supervised strategy, effectively ad-
dressing insufficient real grasp labels. However, practical chal-
lenges arose due to large model sizes.
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To obtain a lightweight model without compromising per-
formance, knowledge distillation techniques [12], [13] were
employed to compress teacher models. Guo et al. [12] success-
fully distilled a deep teacher network for 6D pose estimation,
achieving state-of-the-art results. Guan et al. [13] introduced
a high-resolution 6D pose estimation network with knowledge
distillation, showcasing superiority on the LINEMOD dataset.

To tackle the aforementioned challenges of insufficient real
grasp annotations and redundancy network model parameters,
motivated by the dual objectives of minimizing labeled data
of above methods and ensuring a compact and efficient model
for industrial applications, we propose a novel semi-supervised
knowledge distillation method for grasp detection (Fig. 1(c)).
Our approach involves employing HRNet [14] as the teacher
feature extractor backbone and Lite-HRNet [15] as the student
feature extractor backbone. A multi-level fusion cascade mod-
ule facilitates information utilization between teacher and stu-
dent networks. Comprehensive optimization is achieved through
grasp detection, semi-supervised, and knowledge distillation
losses. Experimental validation on three benchmark datasets, the
Cornell Grasp Dataset [11], Jacquard Grasping Dataset [5] and
Multi-object dataset [16], as well as in real-world grasp detection
applications, demonstrates the effectiveness and efficacy of our
approach. In summary, the primary contributions of this work
are as follows:

1) We pioneer a novel approach for improving grasp detec-
tion by integrating semi-supervised and knowledge distil-
lation. Our method efficiently utilizes both unlabeled and
labeled data, streamlining the network through knowledge
distillation. By this way, data labeling can be greatly
reduced in real-world scenarios.

2) We introduce an innovative grasp detection approach using
an efficient, lightweight HR-Net-based teacher-student
network. It matches state-of-the-art performance while
reducing model parameters by around 4.31% on two
widely-recognized public datasets.

3) We develop an innovative multi-level fusion cascade mod-
ule that spans from the teacher to the student network dur-
ing feature knowledge distillation. This module effectively
merges and bridges feature representation gaps between
the two networks.

4) Comprehensive experiments confirm that our proposed
framework delivers state-of-the-art performance across
various domains, including public datasets such as Cor-
nell, Jacquard and Multi-object dataset, as well as real-
world robotic grasping scenarios.

II. RELATED WORK

A. Grasp Detection

Grasp detection plays a pivotal role in robotic manipulation,
involving the analysis of camera-captured images to identify
optimal grasping positions. Previous approaches primarily rely
on direct regression methods, often exploring feature extrac-
tor backbones based on regions of interest (ROI) [16], [17].
However, such methods may overlook intricate local features,
leading to inadequate fusion. Recently, researchers have delved
into strategies for enhancing network adaptability [5], [8], [18].

Presently, there is a burgeoning interest in methods striving to
strike a balance between accuracy and inference speed through
intricate yet lightweight architectures. For instance, EGNet [19]
leverages feature maps from the bidirectional feature pyramid
network (BiFPN) as input and generates grasp positions along
with quality scores, demonstrating reduced parameter counts
and enhanced detection accuracy. Furthermore, Cao et al. [20]
introduce an efficient and lightweight generative structure for
grasp detection networks, utilizing n-channel images as inputs
and employing a Gaussian kernel-based grasp representation to
encode training samples. This approach achieves outstanding
equilibrium between accuracy and runtime performance. De-
spite advancing grasp detection, reliance on fully supervised
training necessitates sufficient labeled data, potentially limiting
real-world performance in data-scarce scenarios.

B. Semi-Supervised Learning

Semi-supervised learning (SSL) is a powerful strategy for
training models with limited labeled data, effectively incorporat-
ing unlabeled data. It finds applications across diverse domains,
including image classification [21], [22], [23], medical image
segmentation [24], 3D object detection [25], 6D object pose
estimation [26], and grasp detection [9], [10]. MixMatch [22]
introduced an algorithm predicting low-entropy labels for data-
augmented unlabeled instances, integrating them with labeled
data using MixUp. In response to complexity, Sohn et al. [23] in-
troduced FixMatch, simplifying pseudo-label generation based
on model predictions for weakly-augmented unlabeled images.
By considering these, we integrate the semi-supervised learning
to multi-level grasp detection, aiming at improving the training
efficiency.

C. Knowledge Distillation

In the domain of deep learning, the utilization of knowledge
distillation emerges as a highly efficient technique extensively
applied for constructive information transfer between networks
during the training phase [27]. This method has diverse appli-
cations across various contexts [12], [13], [28]. For instance,
task-oriented feature distillation was introduced by Zhang et
al. [28], employing convolutional layers trained in a data-driven
manner based on task loss, leading to significant enhancements
in both image classification and 3D classification tasks. Zhu et
al. [12] effectively solved the problem of 6D pose estimation
assisted by distilling. Our LiteGrasp framework utilizes the
advantages of both semi-supervised learning and knowledge
distillation, resulting in significantly enhanced efficiency and
effectiveness of the network model.

III. METHOD

In this section, we will delve into a detailed explanation of our
methodology. We begin by defining our problem, clearly elabo-
rating the representation of robotic grasp detection in Subsection
A. Moving onwards to Subsection B, we introduce the HRGrasp-
Net feature extractor, otherwise known as HRNet [14]. Subse-
quently, in Subsection C, we present a semi-supervised training
framework for grasp detection that leverages data augmentation
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Fig. 2. Overview of the framework. Our model takes as input the image captured by the camera and generates a pixel-level grasp representation.

within a teacher-student model. Concluding this section, Sub-
section D elucidates the application of knowledge distillation
in a cascade-like manner with weighted steps to improve grasp
detection performance.

A. Robotic Grasp System Representation

The model processes RGB and depth images as inputs to gen-
erate grasp candidates, as initially defined in the grasp detection
problem presented in [2], [3]. Following the approach of [6],
[7], [29], [30], we employ an enhanced grasp representation,
deviating from the original five-dimensional grasp rectangle [2],
[3], to articulate the grasp pose within the 2D image space:

gi = {p, θ, w, q} (1)

where p represents the position of the center point expressed in
image coordinate frame as p = (u, v). The variables θ and w
denote the grasp angle around the z-axis and the grasp width of
the gripper, respectively, while q indicates the grasp quality.

Following eye-in-hand calibration, the camera coordinates are
transformed into the robot frame, and additional transformation
from image coordinates to camera coordinates is accomplished
through camera calibration. Similiar to [7], [29] the grasp map
in robot space is then defined as:

Gr = RTC
CTI(gi). (2)

where RTC represents the transformation matrix from camera
coordinate frames to robot coordinate frames, and CTI signifies
the transformation matrix from 2D image coordinate space to
camera coordinate frames.

B. HR-Net Grasp Detection Network Architecture

We present HRGrasp-Net, a two-step network designed
for object grasp detection based on HR-Net, as depicted in
Fig. 2 (Teacher network as example). HRGrasp-Net comprises
two main components: multi-scale fusion feature extraction

Fig. 3. The architecture of grasp detection pose head module.

Fig. 4. The architecture of adapter module. (The dotted-line block4 branch is
specifically designed for the fusion of stages 3 and 4.).

by the HRNet backbone and acquisition of object grasp pose
through the pose head module. The HRNet backbone utilizes
four stages for concurrent high-to-low resolution feature fusion,
with each stage containing multi-resolution features generated
by others. During the feature extraction process, HRGrasp-Net
takes 224 × 224 (320 × 320) RGB-D images as inputs and pro-
duces four high-to-low resolution fusion feature maps through
the operations of the last stages in HRNet.

Following the feature extraction by HRNet, a pose head
module is introduced to handle the four high-to-low resolution
fusion feature maps. The architecture of the pose head module is
illustrated in Fig. 3, incorporating an adapter module (depicted
in Fig. 4 and will be explained in Subsection D) for feature map
alignment and fusion. Additionally, three Conv2D and Dropout
layers are employed to generate grasp detection predictions for
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three branches, encompassing grasp quality, angle, and width
predictions.

For HRGrasp-Net training, we devise a supervised training
loss aimed at minimizing the disparity between prediction results
and ground truth labels. Specifically, we train HRGrasp-Net to
learn the mapping functionF : I → G, where I = {I1, . . . , In}
represents input images, andG = {gp1 , . . . , gpn} denotes the gen-
erated predictions. The supervised loss is designed to constrain
Gwith corresponding ground truth labelsGgt = {ggt1 , . . . , ggtn }.
In this context, the single-item supervised loss Ls(j) is defined
as(j can be θ, w and q):

Ls(j) =
1

N

N∑
i=1

SmoothL1(g
p
i − ggti ) (3)

where N represents the count of grasp candidates and the
SmoothL1 loss is formulated as:

SmoothL1 =

{
0.5(gpi − ggti )2, if |gpi − ggti | < 1,

|gpi − ggti | − 0.5, otherwise
(4)

Given that pose head module outputs three prediction branches,
namely grasp quality, angle, and width prediction, the loss
function Ls(j) is employed to optimize each prediction branch.
Furthermore, angle prediction is computed in the form of
(cos(2θ), sin(2θ)), as detailed in [6], [7], [29], [30]. Conse-
quently, the total supervised loss Ls is expressed as:

Ls = δ1Ls(θ) + δ2Ls(w) + δ3Ls(q). (5)

where δ1, δ2 and δ3 are followed in [6] for safe grasping, which
we set to 1.0, 1.0 and 1.2, respectively.

C. Data Augmentation Based Semi-Supervised Learning

The introduced semi-supervised process, depicted in Fig. 2,
is inspired from the MixMatch framework [22]. MixMatch is
a comprehensive semi-supervised approach characterized by
data augmentation on mixed labeled and unlabeled data using
MixUp. In this context, we integrate a teacher-student mutual
learning method into the MixMatch framework. For our study,
we employ HRNet-W18 and HRNet-W48 [14] (two different
model parameters just for comparison) as backbone feature
extraction networks.

The solution we propose comprises of two training phases.
Initially, there is a pre-training phase where we train the teacher
network using supervised learning on labeled images. Following
that, we proceed to the semi-supervised learning (SSL) phase,
wherein both the teacher and student networks are trained using
unsupervised learning on data-augmented unlabeled images.

To be specific, we initiate the training by supervising
the teacher network to get teacher model using input im-
ages with ground truth labeled data, denoted as Dl =
{(xl

1, g
l
1), . . . , (x

l
n, g

l
n)}. Subsequently, for one batch of la-

beled input image data and another batch of unlabeled in-
put image data, we employ weak and strong data augmenta-
tion techniques to get mixed data, followed by mixup, sim-
ilar with the framework of MixMatch, represented as Dm =
{(xm

1 , gm1 ), . . . , (xm
n , gmn )}. Additionally, in the step of strong

data augmentation, we use teacher network to generate pseudo-
labels as ground truth labels for mixup. The teacher and student

networks share identical configurations, and an exponential
moving average (EMA) method is employed to update teacher
weights based on the student model.

The ultimate semi-supervised loss is formulated as:

Lssp = Ll + γLu. (6)

where Ll and Lu are the supervised loss and the unsupervised
loss, calculated by formula (4); γ denotes the unsupervised loss
weight scale and to be set 1.0 in this letter.

D. Weighted Multi-Step Knowledge Distillation

As depicted in Fig. 2, our knowledge distillation frame-
work comprises a highly-performing teacher network T and
a lightweight student network S. In this study, we designate
HRNet-W18 and HRNet-W48 as the teacher feature extraction
networks, while Lite-HRNet-18-W18 and Lite-HRNet-18-W48
serve as the student feature extraction networks. The teacher and
student feature extraction networks are followed by a pose head
module, collectively forming the networksT andS. Specifically,
Lite-HRNet [15] is a lightweight model designed to optimize
the parameters of HRNet, facilitating its practical application
in industrial scenarios. Lite-HRNet-18-W18 and Lite-HRNet-
18-W48 share the same architecture based on Lite-HRNet but
have differences in network layers. Similar architectural sharing
exists between HRNet-W18 and HRNet-W48.

Due to its computational efficiency, stability, and ease of
implementation, we adopt offline knowledge distillation in this
context [27]. Specifically, we utilize the upper stage SSL-trained
model as the teacher model and employ the more lightweight
Lite-HRNet-18-W18 and Lite-HRNet-18-W48, each equipped
with a pose head module, as the student models. In this study,
we establish two sets of distillation schemes: Lite-HRNet-18-
W18 is aligned with HRNet-W18 due to their matching output
channels, and similarly, Lite-HRNet-18-W48 is aligned with
HRNet-W48. Additionally, we denote the distilled models ob-
tained from Lite-HRNet-18-W18 and Lite-HRNet-18-W48 as
Lite-GraspNet-W18 and Lite-GraspNet-W48.

Taking inspiration from [28], we employ feature distillation
and logit distillation to refine the student model based on the
teacher model. Using Lite-HRNet-18-W18 and HRNet-W18
as an example, in the feature distillation step, we propose a
weighted multi-step knowledge distillation approach to address
unbalanced feature transfer across different stages during the
feature extraction process in both the teacher and student net-
works. Specifically, we first use the adapter module (showed in
Fig. 4) to align the output feature maps in stages 2, 3, and 4 for
HRNet-W18 and Lite-HRNet-18-W18. Subsequently, different
training weight scales are set to adjust the contribution for
precision performance across the three stages.

In another step of logit distillation, we utilize data-augmented
images from the SSL process to train both the teacher and student
networks, obtaining teacher and student output prediction maps.
By comparing these two output maps, we can identify the desired
differences.

Let Lfdi (i = 1, 2, 3) be the loss of feature distillation, Lod

be the loss of logit distillation, and Lsd be the loss of supervised
loss. Lod and Lsd are calculated by Smooth L1 loss (same as
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formula (3)) while Lfdi by KL divergence. The total weighted
multi-step loss of distillation is defined as:

Ldist = Lsd + αLod + βLfd (7)

where α and β are balanced weight scales, which we set to 5.0
and 1.0, respectively.

The weighted feature distillation loss can be defined as:

Lfd = λ1Lfd1 + λ2Lfd2 + λ3Lfd3. (8)

where λ1, λ2 and λ3 are feature balanced weight scales, which
we set to 0.1, 0.3 and 0.6, respectively.

IV. EXPERIMENTS

In this section, we perform comprehensive comparative exper-
iments to assess the performance of Lite-Grasp. Our evaluation
includes testing our proposed method on different publicly avail-
able grasp datasets: Cornell [11], Jacquard [5] and a multi-object
dataset [16]. We also conduct ablation studies to investigate
the influence of various network components. Furthermore, we
validate the effectiveness of Lite-Grasp using both simulation
and a real UR5e robotic manipulator. The code is released at
https://github.com/ZJU-PLP/LiteGrasp.

A. Datasets and Experimental Setup

1) Datasets and Evaluation Metrics: Consistent with pre-
vious studies [7], [18], [29], we employ the same evalua-
tion metrics to assess our model’s performance on the grasp
datasets, including Cornell [11], Jacquard [5], and the multi-
object dataset [16]. In particular, a predicted grasp is considered
correct when it satisfies the following two conditions:
� Angle difference: The difference between the predicted

grasping angle and ground truth should not greater than
30◦.

� Jaccard index: The Jaccard index between the predicted
grasp gp and the corresponding grasp label ggt should
exceed 25%, which is formulated in the following:

J(gp, ggt) =
|gp ∩ ggt|
|gp ∪ ggt| . (9)

2) Experiment Setup: The entire system is implemented on
an Ubuntu 18.04 computer system equipped with a singular
NVIDIA TITAN RTX possessing 24 GB of memory. Imple-
mentation utilizes the PyTorch 1.13 deep learning framework in
conjunction with CUDA 11.6 packages. Employing the Adam
optimizer with a learning rate of 0.001 and a batch size set at
8, the network undergoes distinct training stages, encompassing
full-supervised learning, semi-supervised learning, and knowl-
edge distillation training. Followed the dataset distribution of [6]
and [29], 90% is allocated to training, and the remaining 10% is
designated for testing. Within the training subset, 90% is utilized
for actual training, while the remaining 10% is dedicated to
validation.

B. Experiments and Analysis on Cornell Dataset

The Cornell grasping dataset comprises 885 images, each
with a resolution of 640 × 480. All images in the dataset are

Fig. 5. Comparison studies on Cornell dataset.

TABLE I
THE ACCURACY ON CORNELL GRASPING DATASET

resized to 224× 224 and subjected to various data augmentation
techniques to prevent overfitting when fed into the network. To
ensure fairness, the evaluation follows both image-wise (IW) and
object-wise (OW) settings, consistent with previous studies [6],
[7], [29].

To emphasize the merits of our methodology, we perform
comparative analyses involving established models such as GR-
ConvNet [29] and the recent HRG-Net [30]. As depicted in
Fig. 5, we showcase the results of grasp detection for objects
not encountered during training. In our evaluation procedure, we
designate the pixel with the highest quality score as the optimal
grasp pose. The outcomes unequivocally reveal that Lite-Grasp
surpasses both GR-ConvNet and HRG-Net, attaining the highest
grasp quality score and illustrating the competitive prowess of
our approach.

A more extensive examination of grasp detection accuracy is
conducted, comparing our method with existing algorithms, and
the results are detailed in Table I. Lite-GraspNet-W48 attains
the highest accuracy in the IW split and exhibits competitive
accuracy in the OW split, with values of 99.9% and 97.75%, re-
spectively, underscoring its state-of-the-art performance. More-
over, our approach sustains competitive performance, even when
trained with only 25% labeled data, affirming its practical ap-
plicability.

C. Experiments and Analysis on Jacquard Dataset

The Jacquard grasp dataset comprises 54,000 RGB-D images
and 1.1 million successful grasp rectangles, all generated within
a simulated physical environment. Given the dataset’s size, no
data augmentation is applied in this case.
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Fig. 6. Comparison studies on Jacquard dataset.

TABLE II
THE ACCURACY ON JACQUARD GRASPING DATASET

We also perform comparative experiments on the Jacquard
dataset for unseen objects, as depicted in Fig. 6. Our method
consistently yields more accurate grasp rectangles, irrespective
of the object’s size, in comparison to other methods. This im-
proved performance can be attributed to our model’s ability to
learn well-fused feature information across multiple scales of
the object. These experiments underscore the applicability and
robustness of our method for objects with diverse shapes.

Quantitative results regarding grasp detection accuracy are
presented in Table II. Only with depth data as input, our ap-
proach achieves outstanding performance, boasting a detection
accuracy of 97.05%. This result surpasses existing methods and
gets the second-top position on the Jacquard dataset.

D. Experiments and Analysis on Multi-Object Dataset

To evaluate Lite-GraspNet’s efficacy in cluttered scenes, we
conduct extensive experiments utilizing the Multi-object dataset.
Comprising 97 RGB-D images, each scene incorporates a min-
imum of three previously unseen objects. Adhering to standard
practices, the objects used for testing are novel to the network.
Fig. 7 presents detailed comparative detection results, featuring
GR-ConvNet and HRG-Net.

These results demonstrate that Lite-Grasp’s multi-scale fea-
ture fusion improves the accuracy of robotic grasp detection by
extracting information from image data. From above experimen-
tal results, we conclude that knowledge distillation is beneficial
to small objects grasp detection in cluttered scenes. However,
the benefits are relatively small to deal with large objects from
knowledge distillation maybe the student model can already
learn the key feature information.

Fig. 7. Comparison studies on the multi-object dataset.

TABLE III
IMPACT OF DIFFERENT KNOWLEDGE DISTILLATION COMPONENTS

Fig. 8. Visual comparisons on different components.

E. Ablation Studies

Influence of the different components: To assess the impact
of various components in our distillation scheme for grasp pose
learning, we perform an ablation study on the Jacquard dataset
using depth data as input for Lite-GraspNet-W18(l b = 25%).
As shown in Table III, (α = 0.0 and β = 0.0 in (7)) denotes only
using logit(output) distillation, and (α > 0.0 and β > 0.0 in (7))
means using logit along with feature-similarity distillation. We
also visualize the grasp detection results on different network
settings in Fig. 8.

From Table III, we can conclude that the model benefits
when both output-distillation and feature-similarity distillation
are employed, resulting in a significant improvement of 1.57%
in accuracy. Fig. 8 also portrays the trend that as the count of
functional modules escalates, the detection results progressively
enhance in terms of accuracy. These findings demonstrate that
the weighted distillation schemes, with their different com-
ponents, collectively contribute to enhancing grasp detection
accuracy.

Comparison of different data label amounts: To delve deeper
into the effectiveness of the Lite-GraspNet network, we assess
how leveraging unlabeled images impacts the performance of
our model with varying amounts of labeled samples. We conduct
these evaluations on training datasets from both Cornell(OW
split) and Jacquard using depth data as input, testing the pro-
posed model’s performance when using a range of labeled data
percentages, from 12.5% to 100%.
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TABLE IV
LITE-GRASPNET UTILIZES CORNELL AND JACQUARD DATASETS WITH

VARYING LABELED DATA RATIOS FOR DEPTH INPUT

Table IV clearly illustrates that, for varying amounts of labeled
samples, the semi-supervised learning framework (SSL) con-
sistently outperforms the full-supervised learning framework
(FSL) in terms of final detection accuracy, regardless of the back-
bone settings. This observation underscores the effectiveness of
the proposed SSL method.

While there may be a slight sacrifice in accuracy after
knowledge distillation in a few cases, the combination of
semi-supervised learning and knowledge distillation (SSL+KD)
achieves a competitive grasp detection result of 96.43% on
the Jacquard dataset, even with just 12.5% labeled data. This
result highlights the model’s ability to effectively distill valuable
information from the teacher network to the student network.

Comparison of network efficience: To confirm the efficiency
and effectiveness of our proposed model, we analyzed our
model’s parameters, FLOPs(floating-point operations), and in-
ference time, juxtaposing them with several prevalent methods.
We interpreted the trend connected with accuracy performance
through the calculation of the pruning scale, denoting the per-
centage ratio of the student model’s participation relative to
the teacher model’s parameters. To ensure our framework’s
adaptability, we tested it in different frequently used feature
extractor backbones.

Our teacher network GraspNet (GraspNet-W18 and
GraspNet-W48) is similar with HRG-Net [30] while student
network GraspNet(Lite-GraspNet-W18 and Lite-GraspNet-
W48) is similar with Lite-HRNet [15]. Thanks to knowledge
distillation, we’ve designed a lightweight grasp detection
architecture that not only achieves superior detection accuracy
but also runs faster in different backbones. Specifically,
we achieve a reduction in the model parameters of the
student network to approximately 4.3% compared to the
teacher network while maintaining competitive performance
levels. As shown in Table V, it’s evident that our method
Lite-GraspNet-W18 has only 0.42 million parameters and
0.71 billion FLOPs, which are significantly lower than other
methods. Remarkably, even with a mere 0.6% participation

TABLE V
EFFICIENCY COMPARISON OF DIFFERENT METHODS (APPROX)

Fig. 9. Grasp experiments of the real UR robot.

TABLE VI
GRASP SUCCESS RATES IN REAL-WORLD SCENES

of teacher model parameters, our method can still attain a
comparative level of accuracy performance. Furthermore, the
model’s inference time is a mere 1.88 milliseconds under
NVIDIA Titan RTX hardware settings(68.9 milliseconds under
CPU setting). The experimental results clearly demonstrate
that the proposed method delivers exceptional efficiency when
executed on GPU hardware, making it suitable for industrial
grasping applications.

F. Experiments on Real-World Environment

In this section, we delve into the robotic grasping experiments
and the outcomes obtained in real-world scenarios. To ensure a
fair comparison, we employ an open-loop grasping method akin
to prior research [6], [20], [29] and assess our approach in the
following contexts: i) single objects, ii) cluttered objects, and
iii) stacked objects.

To further assess the accuracy and generalization of Lite-
GraspNet in real-world scenarios, we apply it to grasping tests
with a real UR5e robot equipped with a Robotiq 2F-85 gripper.
A RealSense D435 RGB-D camera is utilized as the perceptual
component, mounted in an eye-in-hand configuration. In our
robotic manipulation scene, a grasp is deemed successful if the
robot can adeptly lift an object and accurately place it in the
designated target box. As depicted in Fig. 9, the trained model
is tested in three distinct real-world scenes, and the success
rates are detailed in Table VI (More details can be found in
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our attached video). The robot, equipped with Lite-GraspNet,
has accomplished a total of 360 grasps in different scenes,
achieving a remarkable grasp success rate of 95.3%. These re-
sults underline the effectiveness of the proposed method, which
combine semi-supervised knowledge distillation to refine grasp
performance and consistently achieve successful grasps in real
robotic applications.

V. DISCUSSION AND CONCLUSION

This letter introduces LiteGrasp, a novel framework designed
for semi-supervised lightweight grasp detection. It addresses
challenges about excessive supervision and complex model ar-
chitectures by leveraging a limited set of labeled data and imple-
menting knowledge distillation based on HR-Net. Emphasizing
multi-scale features, LiteGrasp facilitates effective information
transfer from the teacher to the student networks. Experimen-
tal evaluations on established datasets demonstrate competitive
performance. Robustness is validated through real-world grasp
experiments, featuring the UR robot arm and Robotiq parallel-
jaw gripper. On the other hand, our methodology predominantly
concentrates on achieving superior accuracy and efficiency in
the realm of close-vocabulary grasp detection, which presents
fewer complexities as opposed to open-vocabulary situations.
Hedging the path for future explorations, we will delve into
more universally applicable grabbing approaches, integrating
Vision-Language Models to facilitate generic robotic grasping
and combat high-challenge open-vocabulary grasp detection
scenarios. Further precision and success rates will also be pur-
sued by investigating closed-loop grasping strategies.

REFERENCES

[1] R. Newbury et al., “Deep learning approaches to grasp synthesis: A
review,” IEEE Trans. Robot., vol. 39, no. 5, pp. 3994–4015, Oct. 2023.

[2] I. Lenz, H. Lee, and A. Saxena, “Deep learning for detecting robotic
grasps,” Int. J. Robot. Res., vol. 34, no. 4/5, pp. 705–724, 2015.

[3] J. Redmon and A. Angelova, “Real-time grasp detection using convo-
lutional neural networks,” in 2015 IEEE Int. Conf. Robot. Automat.,
pp. 1316–1322.

[4] S. Kumra and C. Kanan, “Robotic grasp detection using deep convolu-
tional neural networks,” in 2017 IEEE/RSJ Int. Conf. Intell. Robots Syst.,
pp. 769–776.

[5] A. Depierre, E. Dellandréa, and L. Chen, “Jacquard: A large scale dataset
for robotic grasp detection,” in 2018 IEEE/RSJ Int. Conf. Intell. Robots
Syst., pp. 3511–3516.

[6] S. Yu, D.-H. Zhai, and Y. Xia, “SKGNet: Robotic grasp detection with
selective kernel convolution,” IEEE Trans. Automat. Sci. Eng., vol. 20,
no. 4, pp. 2241–2252, Oct. 2023.

[7] Z. Zhou, X. Zhu, and Q. Cao, “AAGDN: Attention-augmented grasp
detection network based on coordinate attention and effective feature
fusion method,” IEEE Robot. Automat. Lett., vol. 8, no. 6, pp. 3462–3469,
Jun. 2023.

[8] S. Wang, Z. Zhou, and Z. Kan, “When transformer meets robotic grasping:
Exploits context for efficient grasp detection,” IEEE Robot. Automat. Lett.,
vol. 7, no. 3, pp. 8170–8177, Jul. 2022.

[9] H. Zhu et al., “Grasping detection network with uncertainty estimation for
confidence-driven semi-supervised domain adaptation,” in 2020 IEEE/RSJ
Int. Conf. Intell. Robots Syst., pp. 9608–9613.

[10] F. Bai, D. Zhu, H. Cheng, P. Xu, and M. Q.-H. Meng, “Active semi-
supervised grasp pose detection with geometric consistency,” in 2021 IEEE
Int. Conf. Robot. Biomimetics, pp. 1402–1408.

[11] Y. Jiang, S. Moseson, and A. Saxena, “Efficient grasping from RGBD
images: Learning using a new rectangle representation,” in 2011 IEEE Int.
Conf. Robot. Automat., pp. 3304–3311.

[12] S. Guo, Y. Hu, J. M. Alvarez, and M. Salzmann, “Knowledge distillation for
6D pose estimation by aligning distributions of local predictions,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2023, pp. 18633–18642.

[13] Q. Guan, Z. Sheng, and S. Xue, “HRPose: Real-time high-resolution 6D
pose estimation network using knowledge distillation,” Chin. J. Electron.,
vol. 32, no. 1, pp. 189–198, 2023.

[14] J. Wang et al., “Deep high-resolution representation learning for visual
recognition,” IEEE Trans. Pattern Anal. Mach. Intell., vol. 43, no. 10,
pp. 3349–3364, Oct. 2021.

[15] C. Yu et al., “Lite-HRNet: A lightweight high-resolution network,” in Proc.
IEEE/CVF Conf. Comput. Vis. Pattern Recognit., 2021, pp. 10440–10450.

[16] F.-J. Chu, R. Xu, and P. A. Vela, “Real-world multiobject, multigrasp
detection,” IEEE Robot. Automat. Lett., vol. 3, no. 4, pp. 3355–3362,
Oct. 2018.

[17] U. Asif, J. Tang, and S. Harrer, “GraspNet: An efficient convolutional
neural network for real-time grasp detection for low-powered devices,” in
Proc. Int. Joint Conf. Artif. Intell., 2018, pp. 4875–4882.

[18] S. Yu, D.-H. Zhai, Y. Xia, H. Wu, and J. Liao, “SE-ResUNet: A novel
robotic grasp detection method,” IEEE Robot. Automat. Lett., vol. 7, no. 2,
pp. 5238–5245, Apr. 2022.

[19] S. Yu, D.-H. Zhai, and Y. Xia, “EGNet: Efficient robotic grasp detection
network,” IEEE Trans. Ind. Electron., vol. 70, no. 4, pp. 4058–4067,
Apr. 2023.

[20] H. Cao, G. Chen, Z. Li, Q. Feng, J. Lin, and A. Knoll, “Efficient
grasp detection network with gaussian-based grasp representation for
robotic manipulation,” IEEE/ASME Trans. Mechatron., vol. 28, no. 3,
pp. 1384–1394, Jun. 2023.

[21] A. Tarvainen and H. Valpola, “Mean teachers are better role models:
Weight-averaged consistency targets improve semi-supervised deep learn-
ing results,” in Proc. Adv. Neural Inf. Process. Syst., 2017, pp. 1195–1204.

[22] D. Berthelot, N. Carlini, I. Goodfellow, N. Papernot, A. Oliver, and C. A.
Raffel, “MixMatch: A holistic approach to semi-supervised learning,” in
Proc. Adv. Neural Inf. Process. Syst., 2019, pp. 5049–5059.

[23] K. Sohn et al., “Fixmatch: Simplifying semi-supervised learning with
consistency and confidence,” in Proc. Adv. Neural Inf. Process. Syst., 2020,
pp. 596–608.

[24] Z. Xu et al., “Anti-interference from noisy labels: Mean-teacher-assisted
confident learning for medical image segmentation,” IEEE Trans. Med.
Imag., vol. 41, no. 11, pp. 3062–3073, Nov. 2022.

[25] J. Yin et al., “Semi-supervised 3D object detection with proficient teach-
ers,” in Proc. Eur. Conf. Comput. Vis., 2022, pp. 727–743.

[26] G. Zhou, D. Wang, Y. Yan, H. Chen, and Q. Chen, “Semi-supervised
6D object pose estimation without using real annotations,” IEEE Trans.
Circuits Syst. Video Technol., vol. 32, no. 8, pp. 5163–5174, Aug. 2022.

[27] L. Wang and K.-J. Yoon, “Knowledge distillation and student-teacher
learning for visual intelligence: A review and new outlooks,” IEEE Trans.
Pattern Anal. Mach. Intell., vol. 44, no. 6, pp. 3048–3068, Jun. 2022.

[28] L. Zhang, Y. Shi, Z. Shi, K. Ma, and C. Bao, “Task-oriented feature distil-
lation,” in Proc. Adv. Neural Inf. Process. Syst., 2020, pp. 14759–14771.

[29] S. Kumra, S. Joshi, and F. Sahin, “Antipodal robotic grasping using
generative residual convolutional neural network,” in 2020 IEEE/RSJ Int.
Conf. Intell. Robots Syst., pp. 9626–9633.

[30] Z. Zhou et al., “Local observation based reactive temporal logic planning
of human-robot systems,” IEEE Trans. Automat. Sci. Eng., early access,
Aug. 25, 2023, doi: 10.1109/TASE.2023.3304842.

[31] D. Morrison, P. Corke, and J. Leitner, “Learning robust, real-time, reactive
robotic grasping,” Int. J. Robot. Res., vol. 39, no. 2/3, pp. 183–201, 2020.

[32] Y. Wu, F. Zhang, and Y. Fu, “Real-time robotic multigrasp detection using
anchor-free fully convolutional grasp detector,” IEEE Trans. Ind. Electron.,
vol. 69, no. 12, pp. 13171–13181, Dec. 2022.

[33] S. Kumra, S. Joshi, and F. Sahin, “GR-ConvNet v2: A real-time multi-grasp
detection network for robotic grasping,” Sensors, vol. 22, no. 16, 2022,
Art. no. 6208.

[34] R. Xu, F.-J. Chu, and P. A. Vela, “Gknet: Grasp keypoint network for grasp
candidates detection,” Int. J. Robot. Res., vol. 41, no. 4, pp. 361–389, 2022.

[35] Y. Wu, Y. Fu, and S. Wang, “Information-theoretic exploration for adaptive
robotic grasping in clutter based on real-time pixel-level grasp detection,”
IEEE Trans. Ind. Electron., vol. 71, no. 3, pp. 2683–2693, Mar. 2024.

[36] P. Shukla, V. Kushwaha, and G. C. Nandi, “Development of a robust
cascaded architecture for intelligent robot grasping using limited labelled
data,” Mach. Vis. Appl., vol. 34, no. 6, 2023, Art. no. 99.

Authorized licensed use limited to: Zhejiang University. Downloaded on September 24,2024 at 08:41:15 UTC from IEEE Xplore.  Restrictions apply. 

https://dx.doi.org/10.1109/TASE.2023.3304842


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


