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Abstract—In this paper, we present a stereo visual-
inertial odometry algorithm assembled with three separated
Kalman filters, i.e., attitude filter, orientation filter, and po-
sition filter. Our algorithm carries out the orientation and
position estimation with three filters working on different
fusion intervals, which can provide more robustness even
when the visual odometry estimation fails. In our orientation
estimation, we propose an improved indirect Kalman filter,
which uses the orientation error space represented by unit
quaternion as the state of the filter. The performance of the
algorithm is demonstrated through extensive experimental
results, including the benchmark KITTI datasets and some
challenging datasets captured in a rough terrain campus.

Index Terms—Kalman filter, multi-sensor fusion, pose
estimation, robot vision, visual-inertial odometry.

I. INTRODUCTION

V ISUAL-INERTIAL odometry (VIO) is a comprehensive
technique, which fuses the information from both the vi-

sual odometry (VO) and the inertial measurement unit (IMU)
in order to estimate the six degrees of freedom (6DOF) pose.
Therefore, the VIO can combine the advantages of the visual
sensors and the inertial sensors, and can provide more accu-
rate long-term 6DOF odometry estimation. In fact, the VIO has
become an essential technique for mobile robots, especially in
environments without GPS.

With recent advances in the robotics applications, more and
more mobile robots are deployed in complicated and hostile
environments, such as the field rescue robots [1], legged robots
[2], [3], service robot [4], [5], etc. As a result, the VIO faces new
challenges in order to work under these environments. There
are two main challenges for the VIO systems working in hostile
environments.

A. Mismatch of the Fusion Interval With VO and IMU

There is an intrinsic conflict in VIO due to the different mea-
surement principles of VO and IMU. As we all know, the sam-
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pling rate of the IMU is normally three to five times of the cam-
era’s sampling rate. This means that the IMU will output three
to five measurements between two adjacent images. Classical
Kalman filters combine visual and inertial cues in two nonopti-
mal ways. The first way is to ignore the abundant measurements
from the IMU in order to synchronize the measurements from
both the IMU and the VO [6]. This method is obviously unsat-
isfactory because it loses dynamic information from the IMU,
which can trace better than an assumed model if with a higher
sampling rate [7]; the second way is to propagate the IMU’s
state model for several times before the VO updating the state
estimates [8]. However, this method equals to integrating mea-
surements of the IMU between the adjacent updates of the VO
in essence. In this situation, the drift of the estimation from the
IMU will be raised significantly with the increasing of the fu-
sion interval, as the IMU requires the VO to rectify its drift as
soon as possible, especially for the translation drift during the
fusion of the VIO. On the other hand, the VO always suffers
from the image pairs with small motion, which will lead to fail-
ure or low estimation accuracy. So the VO tends to implement
a key-frame technique, which tries to use the image pairs with
a relative large motion (equal to increasing the temporal fusion
interval), to improve the estimation accuracy of the 6D motion.
Then, the accuracy of the estimation from the VO can be im-
proved with the increasing fusion interval, which is in conflict
with the propagation of the IMU. We call this conflict as mis-
match of the fusion interval, which is more severe in challenging
environments, such as rough roads, bumping, illumination vari-
ation, occlusions, etc., and will lead to frequent VO failures.
So the first challenge is how to design the VIO filter that can
balance the requirements of VO and IMU on the fusion interval
simultaneously.

B. Maintain robust VIO Estimation With Low-Precision
IMU

IMUs which can offer high accuracy for extended periods of
time are both bulky and expensive [9]. However, small mobile
platforms require the VIO system to be small volume and low
price and, thus, highly precise IMUs have to be replaced with
noised low-cost ones [10]. Currently, there are a lot of VIO fu-
sion algorithms and benchmark datasets, but most of them need
to deploy a highly precise IMU to measure the vehicle move-
ments [11]–[13]. Provided with noised IMU measurement, their
algorithms are proved to be not always effective in challenging
environments. In fact, it is much more difficult to get precision
estimation from low-cost sensors with low-computational re-
sources [10]. Here, we come up the second challenge to design
a robust VIO fusion algorithm that can support low-precision
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IMU working at hostile environments in order to make the plat-
forms portable and economic.

In this paper, we address the above two challenges in chal-
lenging environments and present a novel stereo VIO algorithm
with multiple Kalman filters ensemble. To overcome the conflict
mentioned in the first challenge, we use separated orientation
and position filters (PFs) working on different frequencies to
estimate the 6DOF odometry of the system. In order to support
low-precision IMU addressing on the second challenge, we de-
sign a cascading fusion architecture, which fuses the pitch, roll
twice with the attitude filter and orientation filter (OF) to ob-
tain long-term stable and accurate orientation. The main three
contributions of this paper are given as follow:

1) Separated Fusion for Sensors With Varied Sam-
pling Rate: We decompose the classical integrated VIO filter
into three subfilters, attitude filter (AF), OF, and PF. This sep-
arated fusion framework can support better multiple sensors
working on different sampling rates and fuse them with varied
updating intervals. The PF in our VIO fuses at each sequenced
image frame, and can estimate a precision velocity with the
minimal fusion interval in the VIO to reduce the error caused
by the drift of the IMU. The fusion cycle of the OF is set to the
time interval of two adjacent key frames in the VO, thus the OF
can employ more precise orientation results estimated by the
VO from the image pairs with a larger motion during the longer
interval. The AF can provide accurate fusion results on the pitch
and roll based on the gravity with the fusion interval same as the
output cycle of the IMU. By this way, our VIO fusion algorithm
can take advantages of all the useful information in order to give
better pose estimation.

2) Cascading and Multiple-Level-Fusion Architec-
ture: We use a cascading fusion architecture to estimate ori-
entation, which enables better support on low-precision IMUs.
Our VIO uses multiple-level-fusion, which combines the first
level of AF and the second level of OF, to output robust and ac-
curate orientation. A further PF is used to estimate the position
and velocity by fusing the information from the IMU and the
VO. This can be more robust against the VO failure and large
drifts in low-precision IMUs.

3) Ensemble With Low-Cost Linear Subfilters: We
provide a novel low-cost implementation of the VIO estimation,
which may be more competitive when concerning deploying the
VIO into the embedded computation system. Compared with
the uniformed nonlinear filter, those three linear subfilters in
our VIO only need to estimate a few state vectors, they also do
not need to compute the Jacobi in the EKF or sigma point in the
UKF.

The following section provides an overview of the related
works on the VIO. The stereo VIO with multiple Kalman filters
ensemble is described in Section III. Finally, experiments are
described in Section IV followed by concluding remarks and
future work in Section V.

II. RELATED WORK

The VIO is an extension of the research on visual odometry
[14]. Generally, there are two kinds of VIO systems based on the
number of cameras, i.e., stereo VIO [6], [7] and monocular VIO

[15]–[19]. As the monocular vision system cannot recover its
scale in the estimation, most monocular VIO systems [15]–[18]
employ tightly coupled approach, which combines the disparate
raw data of vision and inertial sensors in a single, optimum
filter, rather than cascading filters, one for each sensor [20].
While almost all the stereo VIO systems employ loosely cou-
pled approach, they use separate inertial navigation and VO
based structure-from-motion blocks running at different rates
and exchanging information [20].

Recent tightly coupled work [11] introduces the nonlinear
optimization into the VIO and treats the visual-inertial fusion as
an optimization problem. This work has a clear fusion frame-
work and can achieve superior performance when both kinds of
sensors can provide high-quality data. The weaknesses are also
obviously, the results are sensitive to the data quality and it is
also easy to converge to the suboptimal solutions once there are
not enough constraints.

When considering the loosely coupled fusion, Kalman filter
is the most popular one among various solutions. There are
two categories based on their data flows of the prediction and
observation in the filter.

The first category [8] uses the measurements of the IMU to
predict the states by the kinematics model and the observations
come from the estimated results of the VO. As the measurements
of the IMU include the linear acceleration, those methods of the
first category are able to provide accurate estimation of the linear
velocity with the kinematics model in a short time interval, those
methods are suitable to estimate motions with variable veloci-
ties. However, those methods are also sensitive to the bias and
drift of the IMU, as they only use the IMU to forecast future mo-
tion. The process to integrate the measurements of the IMU with
the kinematics model can be regarded as an open-loop system,
any small bias and drift on the measurements will be amplified
by the integration operation and cause large estimation errors in
the VO. Especially, when the key-frame technique is employed
in the VO, the time interval that needs to predict by the IMU
will increase, this will bring severer error accumulation. A typi-
cal example of the first category is proposed by Tardif, George,
Laverne, Kelly and Stentz [8]. They used the position, veloc-
ity, orientation, bias of the linear acceleration, and the bias of
the angular speed of the system as the model state vector. The
position, velocity, and orientation of the system in the states
are calculated from the measurements of the IMU. They then
use the position and orientation estimated by the key-frame
based VO as the observations and fuse with an EKF. Obvi-
ously, the accuracy of their prediction model will be signifi-
cantly reduced as the fusion interval is increasing. This happens
especially with low-precision IMUs. Furthermore, the high di-
mension and the correlation of the state vector will also increase
the complexity and difficulty of implementation.

On the other hand, the second category [6] uses the estimated
results of the VO to predict the model state and the observations
come from the measurements of the IMU. Those methods in
the second category are able to attach an additional low-level
attitude filter [21], which is applied in the measurements of
the IMU directly and can provide long-term, stable, drift-free
attitude of the system. The advantage of this attitude filter is
obviously, it can provide long-term accurate attitude angles,

Authorized licensed use limited to: Zhejiang University. Downloaded on February 24,2021 at 05:20:22 UTC from IEEE Xplore.  Restrictions apply. 



LIU et al.: STEREO VISUAL-INERTIAL ODOMETRY WITH MULTIPLE KALMAN FILTERS ENSEMBLE 6207

Fig. 1. Coordinate used in our stereo VIO system, including
IMU(orange sensor in figure) and stereo camera (yellow sensor in fig-
ure). The IMU coordinate is represented by (Xi, Y i, Zi) and its origin
Oi; the camera coordinate is (Xc, Y c, Zc) and Oc; the global coordinate
is (Xg, Y g, Zg) and Og. The direction of the gravity is also shown in the
global coordinate.

which will bring significant improvements on the accuracy of
the odometry estimation. As the estimated results of the VO
cannot provide the linear velocity, there will be some difficulties
to include the linear velocity in the state equation. That is why
all the methods of the second category only consider the OF and
those methods of the second category can also be called inertial-
aided visual odometry. The main drawback of these methods is
that the position estimation will be unavailable once the VO
fails. A typical example of the second category is presented by
Konolige, Agrawal, and Sol [6], which only uses the OF between
the IMU and the VO and achieves a dramatically improvement
on the long-term VO accuracy. However their method cannot
predict the position and velocity once the VO fails. To solve
these problems, we present our cascading fusion architecture
and introduce the PF in our approach.

In short, both categories of the aforesaid approaches cannot
sufficiently address on the challenge of mismatch of the fusion
interval. They are not able to take full use of the information
from both the camera and the IMU. In this paper, we propose a
new VIO algorithm, which uses separated attitude filter, OF, and
PF. In our PF, the propagation and observation of the position
states come from the IMU and the VO, respectively, which
is the same as the first category. In our OF, the propagation
and observation of the orientation states come from the VO
and the IMU, respectively, which is the same as the second
category. Thus, our approach has the potential to combine the
advantages of both categories and suppress their drawbacks to
achieve accurate estimation when using low-precise IMUs.

III. STEREO VISUAL-INERTIAL ODOMETRY

Before introducing the detailed filters, the coordinates used
in our stereo VIO are introduced first, shown in Fig. 1. There
are three coordinates used in our stereo VIO, the original global
coordinate {G}, IMU coordinate {I}, and stereo camera coor-
dinate {C}. We parallel X-O-Y plane of {G} to the horizontal
plane. The Z axis points opposite to gravity. The X-axis points
forward of the mobile platform, and the Y-axis is determined
by the right-hand rule. Then, the task of VIO is to estimate the
6DOF pose of the IMU-affixed coordinate {I} with respect to

Fig. 2. Framework of our stereo VIO with three filters. The first filter
fuses angular speed and linear acceleration of the IMU to get drift-free
attitude estimation. The second filter is an indirect Kalman filter designed
for orientation fusion of the VO and the IMU. The third filter is a PF of the
VO and the IMU.

Fig. 3. Fusion intervals for three sub-filters. The OF has the largest
fusion interval ΔK ; the fusion interval of PF is ΔT ; and the Attitude
Filter has the smallest fusion interval Δt.

{G}. In our VIO, {C} is set at the coordinate of the left cam-
era. As the relative pose between {C} and {I} is rigid, we can
calibrate their relative pose in advance. For simplicity, in the
following filters, the 6DOF pose calculated by the VO is trans-
formed to {I} with the known rigid transformation between
{I} and {C}. Then, our filters only need to predict the relative
6DOF pose between {I} and {G}.

The detailed fusion processing of stereo VO and the IMU is
shown in Fig. 2. Fig. 2 shows that our stereo VIO runs separate
inertial sensor fusion and vision based structure from motion
fusion. It belongs to the loosely coupled approach. This choice
is based on the following two reasons. The first is that the stereo
VO is more precise and complete compared to the monocular
VO, it is also able to avoid the problem of scale ambiguity in
the monocular VO. Using loosely coupled approach will not
break the natural integrity of the stereo VO modular; the second
reason is that the covariances of the stereo VO and the IMU
are varied, sometimes their covariances may lie on different
scales and change with the time, thus it will lead to intractable
estimation for their coupled variance if using tightly coupled
approach.

Fig. 3 shows three different fusion intervals used in our ap-
proach for those three subfilters mentioned in Fig. 2.

A. Stereo Visual Odometry

The basic idea of the stereo VO is to estimate the motion be-
tween two adjacent frames by tracking the same feature points
projected on these frames. In our VIO, the stereo VO is treated
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as an independent module. CenSure detector is widely used due
to its robustness and low-computation complexity. We use Cen-
Sure detector to obtain interest points in the left camera image
and find their corresponding feature points in the right camera
by searching the matched points along the baseline with a min-
imal zero-mean normalized cross-correlation score [22]. Using
those feature pairs from left-right cameras, we can reconstruct
the sparse 3-D points. By tracking the feature pairs between
sequential images with the SURF descriptors, the motion esti-
mation can be described as a 3-D-to-2-D problem [23], which
refers to estimating the motion from the sparse 3-D features
calculated by the stereo vision system in the earlier frames and
the corresponding matched 2-D features in current frames. In
our 3-D-to-2-D motion estimation, RANSAC is also used to
remove those outliers. The 3-D-to-2-D feature pairs from both
cameras are all considered in the same optimization function,
which tries to minimize the reprojection errors of the images
and will concern the rigid constraint of the stereo vision system.

We also implement the key-frame selection and the
Levenberg–Marquardt optimization into the estimation to
improve the accuracy. Similar to [11], the key-frame in our
approach is selected based on the motion between frames. Given
the current key-frame, the next key-frame is selected when
either the norm of the translation from successive candidate
frame to the current key-frame is larger than 0.3 m or the norm
of the Rodrigues representation of the rotation from successive
candidate frame to the current key-frame is larger than 0.25 rad.

Although the stereo VO is quite precise in most of condi-
tions, its performance is also sensitive to many factors, such as
complexity of the motions, illumination changing, environmen-
tal features and quality of images etc. Especially in those high
speed small autonomous mobile platforms, the images are easy
to be blurred, which will lead to failure on feature matching
and thus the stereo VO will fail to estimate the motions. In this
condition, the inertial sensor is helpful to recover the motions.
This is also the reason that the stereo VIO will be more robust
than the stereo VO.

B. Drift-Free Attitude Estimation

Although the IMU can output relatively reliable measure-
ments of the angular speed and the linear acceleration, the
attitude1 only integrated from the measured angular speed may
suffer from drift. Thus, we apply an attitude Kalman filter [21],
i.e., filter 1 in Fig. 2, to output long-term stable attitude, i.e. the
angles of roll and pitch.

Assuming u is the 3D linear acceleration of the IMU in
coordinate {G}, g = [0 0 − g]T is the gravity acceleration
in coordinate {G}, and R is the rotation matrix from {G} to
{I}. We use a to denote the linear acceleration measured by
IMU in coordinate {I}. So the measured a will include both the
gravity acceleration and its linear acceleration

a = R (u + (−g)) = −Rg + Ru

= R [0 0 g]T + Ru = gx + Ru. (1)

1According to [21], attitude refers to the robot’s orientation relative to the
gravity vector, usually described by pitch and roll.

In formula (1), x is the third column of R, it is only related to
the attitude of IMU, and can be represented with pitch and roll.
That is,

x = [−sin (pitch) cos (pitch) sin (roll)

× cos (pitch) cos (roll)]T .

In this equation, yaw is not correlated. If the acceleration u
is treated as the disturbance, then we can observe x by a in
our filter. Because a is not accumulated with time, so attitude
estimation is free from drift.

Based on the kinematics, we have Ṙ = �θ̇ ×�R, that is

ẋ = θ̇ × x. (2)

Here, θ̇ is the 3-D angular speed of the IMU. �θ̇×� is the
skew symmetric matrix, it is also denoted as S(θ̇). Discretizing
formula (2), we can obtain

xn = An−1xn−1 . (3)

Here, An = I + S (θ̇n ) sin(‖θ̇n ‖t)
‖θ̇n ‖ + S 2 (θ̇n )(1−cos(‖θ̇n ‖T ))

‖θ̇n ‖2 . t is

the sampling cycle of IMU. An is an orthogonal rotation matrix.
I is an identity matrix of 3×3.

Based on formulas (1) and (3), we can obtain the system
model: {

xn = An−1xn−1
yn = xn + Rnun/g.

(4)

In (4), y = a/g Rnun/g is treated as disturbance. When ac-
celeration un is small, we can introduce a measurement noise v
to model accelerations. Also, we can introduce a process noise
ω to measure inaccuracies in modeling and gyro noise. Then,
we can obtain the model used in the filtering equations{

xn = An−1xn−1 + ωn−1
yn = Hnxn + vn .

(5)

Hn = σnI, σn is a binary variable that equals 1 or 0 deter-
mined by the acceleration. Hn is designed to reduce error from
large acceleration. When acceleration is larger than the given
threshold, σn = 0. In this circumstance, the system has no ob-
servation and estimates the attitude only by formula (3) until
the next measurement of the IMU is obtained. Even though the
system switches between model with observation and model
without observation, this Kalman filter can be proved to be sta-
ble by both theory and real world experiments [21].

Filter 1: Attitude Filter.
Propagation: For each measurement of the IMU, propagate
the filter state x and covariance Q with angular speed
obtained from the IMU.
Update: If the acceleration of the IMU is less than the given
threshold (2m/s2), σn = 1 otherwise σn = 0.

The covariance matrix Q of ω is a tuning parameter in this
filter and it is assumed to be a diagonal matrix with nonzero
entries. The diagonal elements of Q can be estimated through
the noise of angular speed measurements. The covariance matrix
W of v is also a diagonal matrix, assuming the measurement of
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each acceleration axis is independent. The diagonal elements of
W can be estimated mainly by the acceleration threshold that
determines the value of σn .

C. Orientation Estimation With Indirect Kalman Filter

The OF is used to estimate the three orientation angles of
the system, i.e., yaw, pitch, and roll. In our OF, we introduce
the indirect Kalman filter [24], which uses the orientation error
space represented by the error unit quaternion instead of the
orientation represented by the unit quaternion as the state of the
filter. The state vector of this indirect filter does not need to
be positive or unit and it has only three elements. Its state prop-
agation model and measurement model are also much simpler.
Moreover, the processing of the data fusion occurred in the er-
ror space is represented by the error quaternion, which could be
closer to a linear space and, thus, more suitable to the Kalman
filter.

We use the unit quaternion, G
I q to represent the relative ori-

entation from {I} to {G}. All the orientation values estimated
by VO are also transformed to the coordinate of {I}. We use G

I q̂
to denote the estimate of G

I q, and δq to denote the error between
G
I q̂ and G

I q as following:

G
I q = G

I q̂ ⊗ δq. (6)

⊗ denotes the multiplication operation of the quaternion.
Assuming the rotation estimated by VO between two adjacent

key-frames can be denoted with Δq. Then, we have

G
I q̂k = G

I q̂k−1 ⊗ Δqk−1. (7)

In our approach, we assume the values of δq is normal distri-
bution with mean zero and tiny variances, then based on formula
(6),

G
I qk ≈ G

I qk−1 ⊗ Δqk−1 = G
I q̂k−1 ⊗ δqk−1 ⊗ Δqk−1 . (8)

Then, we have the following derivation:

δqk = G
I q̂T

k ⊗ G
I qk

=
(
G
I q̂k−1 ⊗ Δqk−1

)T ⊗
(
G
I q̂k−1 ⊗ δqk−1 ⊗ Δqk−1

)
= ΔqT

k−1 ⊗ δqk−1 ⊗ Δqk−1 .

Here, δqk−1 can be denoted as

δqk−1 = [δq0 δq1 δq2 δq3 ]
T
k−1

= [δq0 0 0 0]Tk−1 + [0 δq1 δq2 δq3 ]
T
k−1 .

Then,

δqk = ΔqT
k−1 ⊗ [δq0 0 0 0]Tk−1 ⊗ Δqk−1

+ΔqT
k−1 ⊗ [0 δq1 δq2 δq3 ]

T
k−1 ⊗ Δqk−1

= [δq0 0 0 0]Tk−1 +
[

0 0
0 ΔRT

k−1

]
[0 δq1 δq2 δq3 ]

T
k−1

=

⎡
⎢⎢⎢⎣

(δq0 )k−1

ΔRT
k−1

⎡
⎣ δq1

δq2

δq3

⎤
⎦

k−1

⎤
⎥⎥⎥⎦ . (9)

ΔR is the rotation matrix corresponding to Δq. According
to formula (9), we can find the scalar of the error quaternion
remaining constant, while the vector of the error quaternion is
transformed by ΔRT .

With the transformation of modified rodrigues parameters
(MRPs) [18]:

δe =
[
δq1/ (1 + δq0) δq2/ (1 + δq0) δq3/ (1 + δq0)

]T
.

(10)
According to formula (9), δq0 is invariant between state k-1

to k. We then have⎡
⎢⎣

δq1/ (1 + δq0)

δq2/ (1 + δq0)

δq3/ (1 + δq0)

⎤
⎥⎦

k

= ΔRT
k−1

⎡
⎢⎣

δq1/ (1 + δq0)

δq2/ (1 + δq0)

δq3/ (1 + δq0)

⎤
⎥⎦

k−1

(11)

which can be abbreviated as

δek = ΔRT
k−1δek−1 . (12)

MRPs will bring additional convenience during the calcula-
tion of the transformation. The inverse transformation, from δe
to δq, is

δq0 =
1 − ||δe||2

1 + ||δe||2
δq = (1 + δq0) δe. (13)

Assuming the noise of the system is additive, the state model
of the system is

xk = ΔRT
k−1xk−1 + ωk−1 |x=δe. (14)

If we use δe as the measurement vector, the observation
equation of the system is

yk = xk + vk . (15)

ω in (14) denotes process noise and v in formula (15) represents
observation noise of the system.

Then the OF is given in the following:

Filter 2: OF.
Propagation: For each key-frame captured by stereo
cameras, propagate the filter state δe and covariance Q
with relative rotation calculated by VO.
Observation:

(I) Get yaw from IMU measurement, pitch and roll
from Filter 1 at the time that the last key-frame
is acquired.

(II) Get yaw from IMU measurement, pitch and roll
from Filter 1 at the time that the current key-frame
is acquired.

(III) Compute the relative rotation between two
key-frames with the angles above.

Update: Each time a key-frame is obtained, perform a
Kalman update.

Because xk and yk are both vectors in the approximate-
linear orientation error space, elements of them can be regarded
as decoupled with each other. So the covariance matrix Q of
process noise ω and the covariance matrix W of measurement
noise v are set to be diagonal matrixes. The sensors (camera and
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IMU) are installed close to horizontally on the vehicle and their
attitudes have small variation amplitude, diagonal elements of
Q and W can be determined by the uncertainty of roll, pitch,
yaw estimation from different sensors, respectively. Diagonal
elements of Q can be determined by the uncertainty of VO’s
motion estimation. Diagonal elements of W can be determined
by the uncertainty of IMU’s orientation estimation.

Finally, update equation of the filter turns out to be

x̂k = x̂−
k + Kk (yk − x̂−

k ) = δê−
k + Kk (δê−

IMUk
δê−

VOk
)

≈ δê−
VOk

+ KkδeV O
IMUk

. (16)

δeVO
IMU in (16) denotes the MRPs of δqV O

IMU , and

δqV O
IMU = ΔqT

V O ⊗ ΔqIMU .

Here, ΔqIMU denotes the rotation between two adjacent key-
frames measured by the IMU, and ΔqV O denotes the rotation
between two adjacent key-frames measured by the VO. δqV O

IMU
denotes the relative orientation between ΔqV O and ΔqIM U .

After filtering, x̂k is transformed into unit quaternion by
formula (13) and combined with the result of VO to obtain the
final estimates. Obviously, there are two advantages in our OF;
the first one is that our filter occurs in current orientation’s error
space, which meets the linear requirement of Kalman filter. The
second advantage is that our filter does not require addition
operation on the unit quaternion, this will maintain the unit
constraint of the unit quaternion.

D. Position Filtering

As mentioned in Section II, our PF uses the measurements of
IMU as the forecast and the observation comes from the VO,
which is opposite to our OF. In additional, the fusion intervals
of these two filters are designed to be different based on the
following considerations.

The OF working on the interval of the key-frame can improve
the estimation accuracy of the orientation. However, the incre-
ment on the fusion interval also brings two drawbacks. First,
the estimation of the position and velocity from the measure-
ments of IMU will suffer from the long fusion interval due to
the Abbe error2 of the large acceleration measurement (most of
the time caused by large gravity acceleration), even tiny bias
on the linear acceleration will lead to dramatic position error
accumulation over time. Thus, the accurate estimation of the
position and velocity with IMU is only limited to the short time
interval; second, the large fusion interval will also lead to rough
estimations on the position and velocity during the interval, be-
cause of the random drift of IMU and lack of feedback. This
will constraint the implementation of the VIO in the cases of
visual servo, which need smooth position and velocity output in
a short cycle. The experiment in Fig. 9 demonstrates the rough
estimation of the velocity when using large fusion interval.

In order to solve the aforesaid problems, we set the fusion
interval of our PF as the camera cycle. And we calculate each
frame’s motion relative to its previous key-frame, thus we can

2Abbe error, also called sine error, describes the magnification of angular error
over distance. The error of orientation brings large translational acceleration
errors from the large acceleration measurement.

obtain the VO output at each frame. Then, the fusion interval
in PF can be reduced to minimum even when the key-frame
technique is used.

In our PF, the state vector of the PF is [P V ]T , i.e., position
vector P and linear velocity vector V in the coordinate {G}.
The cycles of the camera and IMU are denoted as ΔT and Δt,
respectively, and i = ΔT/Δt . According to the integral of the
IMU’s measurements, the motion between two adjacent camera
frames, i.e., frame m and frame m-1, can be estimated with the
following discretized model:

[
P
V

]
m

=
[
I ΔT ∗ I
0 I

] [
P
V

]
m−1

+
i∑

j=1

Aj−1Bun−j (17)

where

A =
[
I Δt ∗ I
0 I

]
, B =

[
Δt2/2 ∗ I

Δt ∗ I

]

and un is the linear acceleration in coordinate {G} measured
by the IMU and whose timestamp is closest to and less than (or
equal to) the camera’s capture moment of frame m, shown in
Fig. 3.

Let x = [P V ]T , there are also two noise sources, the
process noise ω which incorporate linear acceleration noise and
the VO measurement noise v. Then, the filter equations are
⎧⎨
⎩

xm =
[
I ΔT ∗ I
0 I

]
xm−1 +

i∑
j=1

Aj−1B(un−j + ωn−j )

ym =
[
I 0

]
xm + vm .

(18)
Then, the PF is given as follow:

Filter 3: PF.
Initialization: set initial values for the filter state [P V ]T .
Propagation: For each camera cycle, ΔT

(I) use formula (17) to estimate the values of position
and velocity with the linear acceleration obtained
from IMU.

(II) Propagate covariance with the state transformation
matrix.

Update: For each camera cycle, perform a Kalman update
with the measurement of the VO between two camera
frames.

The covariance matrix Q of process noise ω and the covari-
ance matrix W of measurement noise v are taken as hyperpa-
rameters in this filter and are set to be diagonal matrices with
nonzero entries. As the uncertainty of the acceleration mainly
comes from the Abbe error of large acceleration measurement,
the diagonal elements of Q can be estimated from the direc-
tion and the norm value of the acceleration measurement in the
global coordinate {G}. The diagonal elements of W can be
determined by the uncertainty of motion estimation from VO.

With the PF, the linear velocity can be computed accurately.
When VO fails, we still can use the maintained linear veloc-
ity and the acceleration provided by the IMU to estimate the
translation motion, the orientation can also be estimated by the
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angular speed measured by the IMU. Then, our stereo VIO can
provide robust estimation under various conditions.

IV. EXPERIMENTS

In this section, we carry out two kinds of experiments to
evaluate the proposed method. In our comparative experiments,
we compare with three state-of-the-art approaches as follows:

The first method is an IMU aided stereo visual odometry
algorithm proposed by, Agrawal, and Sol [6]. This algorithm
only fuses orientation information of the IMU and the VO by
an EKF. In their approach, the results of VO are used to forecast
and the measurements of the IMU are used to give observation.
At the same time, the measurements of the IMU are used to
make drift-free attitude estimation. Their algorithm is denoted
as Fusion1 in the following experiments.

The second method is a visual-inertial fusion algorithm pro-
posed by Tardif, George, Laverne, Kelly, and Stentz [8]. This
method uses a delayed Kalman filter to fuse position and orien-
tation information from both the IMU and the VO. As their
filter puts the last values of the position and the Euler an-
gle estimated by the filter into the state vector, it is called
delayed Kalman filter. In that filter, the measurements of the
IMU are used to forecast and the results of VO are used to ob-
serve. Their algorithm is denoted as Fusion2 in the following
experiments.

The third one is the key-frame-based nonlinear optimiza-
tion algorithm presented by Leutenegger et al. [11]. In this
method, Graph Optimization [25] is used as the optimization
framework. The measurements of IMU and visual estimation
are tightly coupled. As the outlier rejection is performed by ap-
plying a chi-square test with IMU-based pose predictions, there
is no RANSAC involved in their approach. And the IMU mea-
surement is integrated with landmark reprojection errors in the
probabilistic manner. This method is denoted as optimization in
the following experiments.3

A. Experiments on KITTI Datasets

In the first experiment, we use the KITTI datasets [26] to
evaluate our approach and compare with the other three state-
of-the-art methods. The KITTI datasets are captured on an au-
tonomous vehicle platform named Annieway. It is equipped with
an inertial navigation system (GPS/IMU, OXTS RT 3003), mea-
surements from the GPS can be used as ground truths. There
are also two grayscale cameras, two color cameras and other
sensors mounted on top of the vehicle.

In our experiment, we use the data captured by the IMU
and the image pairs of the color cameras. These two color
cameras are mounted horizontally with a baseline of 53 cm
and can capture high-quality images with a resolution of
1226 × 370 pixels. We use the synchronized dataset, i.e.,
“2011_09_30_drive_0018,” which is calibrated and synchro-
nized at a frame rate of 10 Hz. The images in KITTI datasets
have high-quality features. Since the velocity of the vehicle is
almost constant, all the images in these datasets can be regarded

3For a fair comparison, the window size of the optimization method is set to
2 in our experiments.

TABLE I
AVERAGE TRAJECTORY ERRORS OF FIVE ALGORITHMS IN THE KITTI

DATASETS

AEX (m) AEY (m) AED (m)

Stereo VIO 2.12 ± 2.52 2.82 ± 2.23 3.53 ± 3.37
Optimization 3.26 ± 4.43 1.81 ± 2.34 3.72 ± 5.02
Fusion1 7.95 ± 10.07 4.35 ± 4.68 9.06 ± 11.10
Fusion2 7.09 ± 8.85 4.38 ± 5.04 8.33 ± 10.19
VO only 18.68 ± 15.54 5.98 ± 7.58 19.61 ± 17.29

as key-frames of VO and almost will not lead to any VO failure.
So the problem of mismatch of fusion interval is not major in
this condition.

As the KITTI datasets can provide ground-truth GPS posi-
tions in the plane of X and Y direction for each image frame.
In the following experiments, we introduce three quantitative
metrics to evaluate the performance of varied methods. These
three metrics are Average Error in X direction (AEX), Aver-
age Error in Y direction (AEY) and Average Error in Distance
(AED) respectively, calculated as follows:

AEX =
∑N

i=1

∣∣Xi − XGPS
i

∣∣
N

, AEY =
∑N

i=1

∣∣Yi − Y GPS
i

∣∣
N

AED =

∑N
i=1

√(
Xi − XGPS

i

)2 +
(
Yi − Y GPS

i

)2

N
. (19)

Here, N is the number of frames, XGPS
i and Y GPS

i are the
ground-truth values in X direction and Y direction obtained by
the GPS at the ith frame, Xi and Yi are the output results
in X direction and Y direction obtained by the corresponding
odometry method at the ith frame. Both AEX and AEY depend
on the choice of the coordinate system, slight rotation of the
coordinate system might cause very different error, while AED
is invariant to the choice of coordinate systems. So AED is the
most important and discriminated evaluation metric.

The results of AEX, AEY, and AED and their correspond-
ing variances for different methods are given in Table I. In the
experiments, we also compare with the odometry results esti-
mated by the original stereo VO method (denoted as VO only in
figures), which is introduced in Section III A. The results show
that our stereo VIO method can achieve the best performance
on AED among all the five methods, the variance of stereo VIO
on AED is also smallest among all the methods, which indicates
the output results of the stereo VIO are most stable compared
with other methods.

The visual results on the odometry estimations of differ-
ent methods are shown in Fig. 4. Fig. 4 shows the trajecto-
ries consisting of each (Xi, Yi) point estimated by odometry
methods in all the frames, the ground-truth trajectories for each
(XGPS

i , Y GPS
i ) point are also plotted in this figure.

During the experiments of KITTI datasets, pure VO estima-
tion fails five times in dataset “2011_09_30_drive_0018.” The
positions that VO failed are also plotted, point a to point e in Fig.
4, obviously, those positions are almost at turning corners. The
huge biases of the pure stereo VO’s trajectories in Fig. 4 also
indicate that pure stereo VO may not provide satisfied odometry
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Fig. 4. Results on dataset “2011_09_30_drive_0018.” Comparison on
ground truth GPS, VIO, VO, Optimization, Fusion 1, and Fusion2. The
mark a-e are the positions that VO failed.

Fig. 5. Error curves of varied methods comparing with the ground
truths from GPS on dataset “2011_09_30_drive_0018”. The horizontal
coordinate of the figure is the frame sequence of the camera. The vertical
coordinate is the bias value between the ground truth and the estimation

in the corresponding frame (
√

(Xi − XG P S
i )2 + (Yi − Y G P S

i )2 ). The

curve close to the zero line means the error is small. The mark a-e are the
positions that VO failed. The horizontal dash line represents the 3-sigma
error boundary of the corresponding method with the same color.

estimation when the platform drives a long distance and con-
tains some VO failures. The results in Fig. 4 show that all the
VIO algorithms can achieve much better odometry trajectories
compared with the pure stereo VO algorithm.

We also present the error curves of all the methods compared
with the ground truths from GPS. Fig. 5 shows the distance
error curve in each frame and the corresponding 3-sigma error

Fig. 6. Our toy vehicle VIO platform and the sample images captured by
our platform (including different scenes, variation of illumination, moving
objects, and blur).

boundary4 of the error curve for each method. The results show
that our VIO can have smaller overall errors and error boundary
compared with other state-of-the art methods. So our VIO is
capable to navigate in real world for kilometers and performs
better than other state-of-the-art algorithms.

B. Experiments on Small Mobile Platform

In order to evaluate the performance of our approach under
universal and challenging environments, we also build naviga-
tion system, equipped with an IMU (Xsens MTi28A53G35) and
a PointGrey Bumblebee2 stereo camera, mounted on a small toy
vehicle, shown in Fig. 6. Our IMU can output measurements at
a rate of 100 Hz, and the stereo camera works at a frame rate of
15 Hz, and the resolution for each camera is 640 × 480. In this
experiment, the toy vehicle drove on our campus, which has a
rough terrain environment with uphill and downhill. The images
captured during the experiments are shown in Fig. 6.

The IMU (MTi28A53G35) used in our platform is very noisy
and low-cost, the bias and noise of our IMU are significant
larger than other IMUs used in the state-of-the-art VIO methods
[11]–[13].

Comparing to the KITTI datasets, the datasets captured by
our small mobile platform have more challenges and irregular
motion styles. The challenges include:

The baseline of the stereo camera used in our system is 12 cm,
which is much less than that in KITTI datasets. It is well known
that shorter baseline will lead to larger triangulation errors in the
stereo VO system; the view of our system is also much narrower
than the view in KITTI, which will lead to less feature points in
stereo matching and, thus, reduce the accuracy; the IMU used in
KITTI is much more accurate than ours. Its drift is also much less

4Here the 3-sigma error boundary is calculated as 3σ, and σ is the standard
deviation of the error curve on frames for the corresponding method.
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Fig. 7. Experiment 1: trajectory obtained by our VIO in the circle ex-
periment. As there are uphill and downhill in circles, the trajectories of
every circles are arbitrary due to the rough terrain.

than ours; The most important challenge is that images captured
from our system are often blurred, shown in Fig. 6, due to jolt
when the toy vehicle bumping on rough terrain. Furthermore,
the rough terrain will also lead to unstable stochastic motions
which will lead to many failures to the estimation of the VO.

In our experiments, the velocity of the toy vehicle is random,
and the intervals of the key-frames are usually much larger than
the intervals of the camera images. As the pure VO is easy to fail,
the mismatch of the fusion interval is especially severe to the
accuracy of VIO in this condition. To evaluate the effectiveness
that the separated filters working on different fusion intervals
can accommodate this situation well, we also introduce another
two comparable VIO methods.

VIO-Key, which applies the fusion of the OF and PF presented
in this paper between every two key-frames. Then, those two
filters’ fusion intervals are manually set as the cycle of the key-
frames;

VIO-All, which applies the fusion of the OF and PF presented
in this paper between every two image frames. Those two filters’
fusion intervals are manually set as the capture cycle of the
vision sensor.

In the first experiment, our toy vehicle drove around a lawn
for four circles and the length of each circle is about 150 m.
As the roads around the lawn are quite rough, there are many
frames where the images are blurred. Fig. 7 shows the trajectory
estimated by our approach. The white point in Fig. 7 is the
starting point that our platform will drive through in each circle.
In this experiment, we will use the closed-loop error in the
starting point to evaluate the performances. We set the initial
global zero point at the starting point, and then the closed-loop
error is calculated as

√
x2 + y2 + z2 , where (x, y, z) is the

algorithm’s output of the position when the platform returns to
the starting point. The results of all six approaches are given in
Table II. The results show that our stereo VIO has the smallest
closed-loop error in each circle.

TABLE II
CLOSED-LOOP ERRORS OF SIX ALGORITHMS IN THE FIRST EXPERIMENT

WITH THE SMALL MOBILE PLATFORM

1st circle 2nd circle 3th circle 4th circle Average
error (m) error (m) error (m) error (m) error (m)

Fusion1 1.27 1.91 2.24 3.90 2.33 ± 1.26
Fusion2 1.76 3.78 6.49 6.53 4.64 ± 5.37
Stereo VIO 0.90 1.17 1.66 1.78 1.38 ± 0.17
VIO-Key 1.01 1.93 2.08 3.35 2.09 ± 0.92
VIO-All 1.38 3.70 4.12 5.87 3.77 ± 3.42
Optimization 2.51 4.99 5.69 4.26 4.36 ± 1.86

Fig. 8. Experiment 2: results of our VIO and other three state-of-the-art
algorithms, the mobile platform drives anticlockwise, and the white point
is the start point.

TABLE III
CLOSED-LOOP ERROR IN THE SECOND EXPERIMENT DRIVING AROUND A

LARGE LAWN CIRCLE

Closed-loop error (m)

Fusion1 4.43
Fusion2 4.16
Stereo VIO 1.91
VIO-Key 4.36
VIO-All 4.87
Optimization 6.57

In the second experiment, the toy vehicle drove around a large
lawn for about 200 m and went back to the starting position.
Trajectories of four approaches are plotted in Fig. 8. The closed-
loop errors of all approaches are given in Table III. In this
experiment, the vehicle drove fast on the rough terrain that
causes a lot of blurred images between point A and point B as
marked in Fig. 8. According to the results shown in Fig. 8, we
can find that fusion1, fusion2, and optimization have obvious
bias on their estimations, and our stereo VIO can estimate the
trajectory that is closest to the real one (at least, it is closest to
the starting point in Fig. 8). As we know, the blurred images
between point A and point B will lead to many failures on
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Fig. 9. Velocity of x direction estimated by Stereo VIO, Fusion 2, and
VIO-Key.

the VO estimation. Fusion1 does not provide PF, thus it will
lose translation information when VO fails. Fusion2 does not
use attitude filter to obtain stable and drift-free attitude for the
system, so the noised attitude estimation from our low-precise
IMU will impair the fusion results especially when the VO fails.
The large bias on optimization method may be caused by the
failure of nonlinear optimization, as the highly noised IMU and
VO failures in this dataset cannot give reliable constraints for
the optimization.

In both experiments, the results show that the proposed Stereo
VIO, which fuse at varied OF and PF fusion intervals, will al-
ways outperform VIO-Key and VIO-All, especially in experi-
ment 2, where the VO failure occurs frequently. The VIO-All
fuses at every two image frames and the effect of IMU is ex-
cessively suppressed, while VIO-Key fuses at every two key-
frames, its estimation accuracy will be greatly decreased once
the VO failure occurs.

We also plot the velocity curves estimated by the PF of Stereo
VIO, Fusion 2, and VIO-Key in Fig. 9. In Fig. 9, the positions
of Stereo VIO fuse with all the sequential camera frame pairs.
The positions of Fusion 2 and VIO-Key fuse with selected key
frame pairs. The green line shows the corresponding accelera-
tion measurements by the IMU along its x-axis. From the green
line, we can observe that the vehicle keeps stationary at the first
6 s the same as the real experiment, hile there is a significant
linear velocity drift on the key-frames based fusion (blue line,
black line). The black arrows show some timestamps where the
key-frames are selected, it is also notable that the linear veloc-
ity undergoes sharp jump at these timestamps. Thus, the PF fed
with key frame pairs will output less accurate velocity compared
with the PF fed with all camera frame pairs. From Fig. 9, we can
observe that Stereo VIO’s minimal position fusion interval has
better velocity estimation, which is crucially important when
VO fails.

Thus, our method can successfully avoid the conflict between
minimizing the fusion interval to reduce the error of the IMU
drift and the use of a large interval to improve the VO estimation
accuracy.

Fig. 10. Experiment 3: trajectories of four algorithms comparing with
the ground truths from GPS.

Fig. 11. Error curves of varied methods comparing with the ground
truths from GPS on experiment 3. The horizontal coordinate of the figure
is the frame sequence of the camera. The vertical coordinate is the bias
value between the ground truth and the estimation in the corresponding

frame (
√

(Xi − XG P S
i )2 + (Yi − Y G P S

i )2 ). The curve close to the zero

line means the error is small. The horizontal dash line represents the 3-
sigma error boundary of the corresponding method with the same color.

In the third experiment, the toy vehicle equipped with a GPS
sensor drove around a long distance about 1000 m in the same
rough terrain environment as the experiment 2. The estimated
trajectories and error curves by various methods are given in
Figs. 10 and 11. The AEX, AEY, and AED results are also
shown in Table IV. The results show that our algorithm can also
achieve the best AED and corresponding variance among all the
methods.
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TABLE IV
AVERAGE TRAJECTORY ERRORS OF FOUR ALGORITHMS IN THE DATASET

CAPTURED BY SMALL MOBILE PLATFORM

AEX (m) AEY (m) AED (m)

Stereo VIO 20.00 ± 13.03 6.92 ± 5.10 22.60 ± 11.52
Optimization 27.17 ± 21.84 7.18 ± 5.17 29.88 ± 20.03
Fusion1 32.49 ± 22.74 5.76 ± 4.44 34.37 ± 21.08
Fusion2 38.04 ± 30.71 7.93 ± 5.53 40.43 ± 29.14

The experiments in our small mobile platform show our ap-
proach can achieve superior performance comparing with other
state-of-the-art methods.

V. CONCLUSION AND FUTURE WORK

We have presented a novel multiple Kalman filters ensemble
algorithm for VIO in challenging environments. To adapt the
mismatch of the fusion interval, our algorithm uses separated
OF and PF working on different cycles to estimate the 6DOF
odometry of the system. In order to obtain high accuracy in long-
term estimations, we introduce an attitude filter fusing with the
input accelerations and angular speed of the IMU to obtain
long-term stable attitude. In our approach, the OF is built on the
orientation error space, which is a local linear space and more
suitable for the Kalman filter. The experiments carried out in
this paper have proved that our algorithm is superior to other
state-of-the-art algorithms.

Compared with traditional fusion methods which need to
consider complex nonlinear coupling of the states, the main
advantage of our approach is to employ a simple hierarchical
fusion architecture assembling with multiple simple Kalman
filters, which are easy to be implemented on those hardware
platforms with limited resources. Experimental results show the
performance of our approach is also robust to the low-precision
IMU, thus our method may have broad application prospects on
low-cost hardware systems such as ARM, FPGA, etc.

In our future work, we will further optimize our VIO algo-
rithm, reduce its computation complexity, and try to implement
it in the compact embedded platform. Integration of other low-
cost sensors, such as conventional low-cost GPS, is also a pos-
sible future task. As our current attitude filter sets fixed biases
for the gyroscope and accelerometer, there remains an unknown
bias in the output of our attitude filter. In addition, our attitude
filter is not tuned to handle large accelerations and, thus, the filter
is sensitive to attitude errors caused by them. Therefore, we will
try to introduce the DCM-based attitude estimation algorithm
[27] to improve the performance of our method by estimating
the gyroscope biases online and adapting attitude filter to han-
dle large accelerations. In addition of this future improvement,
we will also explore the method to adjust accelerometer biases
using the output of the VO, as the velocity measured by VO
should be equal to the velocity integrated from bias corrected
accelerations.

REFERENCES

[1] W. Wang, W. Dong, Y.U. Su, D. Wu and Z. Du, “Development of search-
and-rescue robots for underground coal mine applications,” J. Field Robot.,
vol. 31, no. 3, pp. 386–407, Feb. 2014.

[2] B. Ugurlu and A. Kawamura, “On the backward hopping problem of
legged robots,” IEEE Trans. Ind. Electron., vol. 61, no. 3, pp. 1632–1634,
Mar. 2014.

[3] A. Suzumura and Y. Fujimoto, “Real-time motion generation and control
systems for high wheel-legged robot mobility,” IEEE Trans. Ind. Electron.,
vol. 61, no. 7, pp. 3648–3659, Jul. 2014.

[4] R. C. Luo and C. C. Lai, “Multisensor fusion-based concurrent envi-
ronment mapping and moving object detection for intelligent service
robotics,” IEEE Trans. Ind. Electron., vol. 61, no. 8, pp. 4043–4051,
Aug. 2014.

[5] R. C. Luo and C. C. Lai, “Enriched indoor map construction based on
multisensor fusion approach for intelligent service robot,” IEEE Trans.
Ind. Electron., vol. 59, no. 8, pp. 3135–3145, Aug. 2012.

[6] K. Konolige, M. Agrawal and J. Sol, “Large-scale visual odometry
for rough terrain,” in Robotics Research, Springer Tracts in Advanced
Robotics, vol. 66. Berlin, Germany: Springer, 2011, pp. 201–212.

[7] S. Sirtkaya, B. Seymen and A. Alatan, “Loosely coupled kalman filtering
for fusion of visual odometry and inertial navigation”, in Proc. Int. Conf.
FUSION, Istanbul, Turkish, Jul. 2013, pp. 219–226.

[8] J. P. Tardif, M. George, M. Laverne, A. Kelly and A. Stentz, “A new
approach to vision-aided inertial navigation,” in Proc. IEEE/RSJ Int. Conf.
IROS, Taipei, Taiwan, Oct. 18–22, 2010, pp. 4161–4168.

[9] H. Chao, C. Coopmans, L. Di and Y. Chen, “A comparative evaluation
of low-cost IMUs for unmanned autonomous systems,” in Proc. IEEE
Conf. Multisensor Fusion Integr. Intell. Syst., Salt Lake City, UT, USA,
Sep. 2010, pp. 211–216.

[10] W. Wang and G. Xie, “Online high-precision probabilistic localization of
robotic fish using visual and inertial cues,” IEEE Trans. Ind. Electron.,
vol. 62, no. 2, pp. 1113–1124, Feb. 2015.

[11] S. Leutenegger, P. Furgale, V. Rabaud, M. Chli, K. Konolige, R. Siegwart
and W. Garage, “Keyframe-based visual-inertial slam using nonlinear
optimization,” in Proc. Robot. Sci. Syst., Berlin, Germany, Jun. 2013.
pp. 1–7.

[12] T. Lupton and S. Sukkarieh, “Visual-inertial-aided navigation for high-
dynamic motion in built environments without initial conditions,” IEEE
Trans. Robot., vol. 28, no. 1, pp. 61–76, Feb. 2012.

[13] J. A. Hesch, D. G. Kottas, S. L. Bowman and S. I. Roumeliotis, “Camera-
IMU-based localization: Observability analysis and consistency improve-
ment,” Int. J. Robot. Res., vol. 33, no. 1, pp. 182–201, Jan. 2014.

[14] D. Scaramuzza and F. Fraundorfer, “Visual odometry Part I: The first
30 years and fundamentals,” IEEE Robot. Autom. Mag., vol. 18, no. 4,
pp. 80–92, Dec. 2011.

[15] M. Li and A. I. Mourikis, “Improving the accuracy of EKF-based visual-
inertial odometry,” in Proc. IEEE Int. Conf. Robot. Autom., St Paul, MN,
USA, May 14–18, 2012, pp. 828–835.

[16] E. Jones and S. Soatto, “Visual-inertial navigation, mapping and localiza-
tion: A scalable real-time causal approach,” Int. J. Robot. Res., vol. 30,
no. 4, pp. 407–430, Apr. 2011.

[17] S. Hilsenbeck, A. Moller, R. Huitl, G. Schroth, M. Kranz and E. Steinbach,
“Scale-preserving long-term visual odometry for indoor navigation,” in
Proc. Int. Conf. Indoor Positioning Indoor Navigation, Univ. New South
Wales, Sydney, Australia, Nov. 13–15, 2012, pp. 1–10.

[18] J. Kelly and G. Sukhatme, “Visual-inertial sensor fusion: Localiza-
tion, mapping and sensor-to-sensor self-calibration,” Int. J. Robot. Res.,
vol. 30, no. 1, pp. 56–79, Jan. 2011.

[19] S. Weiss and R. Siegwart, “Real-time metric state estimation for modular
vision-inertial systems,” in Proc. IEEE Int. Conf. Robot. Autom., Shanghai,
China, May 9–13, 2011, pp. 4531–4537.

[20] P. Corke, J. Lobo, and J. Dias, “An introduction to inertial and visual
sensing,” Int. J. Robot. Res., vol. 26, no. 6, pp. 519–535, Jun. 2007.

[21] H. Rehbinder and H. Xiaoming, “Drift-free attitude estimation for accel-
erated rigid bodies,” in Proc. IEEE Int. Conf. Robot. Autom., May 21–26,
2001, pp. 4244–4249.

[22] D. Luigi, M. Stefano, and T. Federico, “ZNCC-based template matching
using bounded partial correlation”, Pattern Recognit. Lett., vol. 26, no. 14,
pp. 2129–2134, Oct. 2005.

[23] H. Alismail, B. Browning, and M. B. Dias. “Evaluating pose estimation
method for stereo visual odometry on robots,” in Proc. 11th Int. Conf.
Intell. Auton. Syst., 2010, pp. 101–110.

Authorized licensed use limited to: Zhejiang University. Downloaded on February 24,2021 at 05:20:22 UTC from IEEE Xplore.  Restrictions apply. 



6216 IEEE TRANSACTIONS ON INDUSTRIAL ELECTRONICS, VOL. 63, NO. 10, OCTOBER 2016

[24] N. Trawny and S. Roumeliotis, “Indirect kalman filter for 3d attitude esti-
mation,” Dept. Comput. Sci. Eng., University of Minnesota, Minneapolis,
MN, USA, Tech. rep., 2005.

[25] R. Kummerle, G. Grisetti, H. Strasdat, K. Konolige and W. Buigard, “g2o:
A general framework for graph optimization,” in Proc. IEEE Int. Conf.
Robot. Autom., Shanghai, China, May 2011, pp. 3607–3613.

[26] A. Geiger, P. Lenz, and R. Urtasun, “Are we ready for autonomous driv-
ing? The KITTI vision benchmark suite,” in Proc. IEEE Conf. CVPR,
Providence, RI, USA, Jun. 16–21, 2012, pp. 3354–3361.

[27] H. Hyyti and A. Visala, “A DCM based attitude estimation algorithm for
low-cost MEMS IMUs,” Int. J. Navig. Obs., vol. 2015, Article ID 503814,
p. 18, 2015.

Yong Liu (M’11) received the B.S. degree
in computer science and engineering and the
Ph.D. degree in computer science from Zhejiang
University, Zhejiang, China, in 2001 and 2007,
respectively.

He is currently an Associate Professor with
the Institute of Cyber-Systems and Control, Col-
lege of Control Science and Engineering, Zhe-
jiang University. His current research interests
include machine learning, robotics vision, and
information fusion. He has published over 30 re-

search papers on machine learning, computer vision, information fusion,
and robotics.

Rong Xiong (M’10) received the B.Sc. and
M.Sc. degrees in computer science and engi-
neering and the Ph.D. degree in control sci-
ence and engineering from Zhejiang University,
Hangzhou, China, in 1994, 1997, and 2009, re-
spectively.

She has been with the State Key Labora-
tory of Industrial Control Technology, Zhejiang
University, since 1997, where she is currently a
Professor and directs the Robotics Laboratory.
Her current research interests include machine

vision, simultaneous localization and mapping, motion planning, and
control for humanoid robots. She is the common corresponding author
of this paper.

Yue Wang (S’10) received the B.Sc. degree in
communication engineering from Zhejiang Uni-
versity of Technology, Hangzhou, China, in 2011.
He is currently working toward the Ph.D. degree
in control science and engineering at Zhejiang
University, Hangzhou, China. He is a joint Ph.D.
student with Stanford University, Stanford, CA,
USA, funded by the China Scholarship Council.

His research interests include mobile robots,
machine learning, and big data analysis.

Hong Huang received the B.S. degree from the
School of Power and Mechanical Engineering,
Wuhan University, Wuhan, China, in 2011, and
the M.S. degree in control science and engineer-
ing, from Zhejiang University, Hangzhou, China,
in 2014.

He is currently a Positioning and Navigation
Algorithm Engineer with Guozi Robot Company,
Hangzhou. His research interests include mul-
tiple sensor fusion, positioning and navigation,
computer vision, and SLAM.

Xiaojia Xie received the B.S. degree in mecha-
tronics engineering from the University of
Electronic Science and Technology of China,
Chengdu, China, in 2014. He is currently work-
ing toward the M.S. degree in control sci-
ence and engineering at Zhejiang University,
Hangzhou, China.

His research interests include visual inertial
odometry and multiple sensor fusion.

Xiaofeng Liu received the B.S. degree from
Xi’an Jiaotong University, Xi’an, China in 2013,
and the M.S. degree from Zhejiang University,
Hangzhou, China, in 2016.

He is currently with the China Securities De-
pository and Clearing Corporation Limited, Bei-
jing, China. His research interests include com-
puter vision, machine learning, and data mining.

Gaoming Zhang received the B.S. degree in
control science and engineering from Harbin In-
stitute of Technology, Harbin, China, in 2014. He
is currently working toward the M.S. degree in
control science and engineering at Zhejiang Uni-
versity, Hangzhou, China.

His research interests include mobile robot
path planning and visual navigation.

Authorized licensed use limited to: Zhejiang University. Downloaded on February 24,2021 at 05:20:22 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 150
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


