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A B S T R A C T

Vision Transformers (ViTs) have recently made a splash in computer vision domain and achieved state-of-
the-art in many vision tasks. Nevertheless, due to their vast model size and high computational costs, rare
transformer-based models are adopted in real-world applications. Since the computational costs of attention
operation is the square of the input size, some compression methods for the Multi-Head Self-Attention
(MHSA) module have been proposed, reducing its FLOPs successfully but almost without parameters reduction.
Meanwhile, the number of parameters and computational costs in the Feed-Forward Network (FFN) module
exceeds the MHSA larger, while its compression technologies have not been delved deeper. Consequently, we
focus our insight on the compression of FFN layer and present a pruning method named Multi-Dimension
Compression of Feed-Forward Network in Vision Transformers(MCF), which greatly reduces the model’s
parameters and computational costs. Firstly, we identify the critical elements in the output of the FFN
module and then employ them to guide the irregular sparsity of this layer, recognizing insignificant elements
of FFN layer that have less impact on the output. Successively, to discard the insignificant elements, we
transform the irregular sparsity into regular sparsity and prune them, thus reducing the models’ parameters and
getting a substantial speed-up during inference. Extensive results on ImageNet-1K validate the effectiveness of
our proposed method, which obtains significant parameters and computational costs reduction with almost
unimpaired generalization. For example, we compress DeiT-Tiny with 42% reduction in FLOPs and 33%
reduction in parameters, almost without losing accuracy on the ImageNet dataset. Further, we verify the
effectiveness of our method in the downstream task, using the pruned DeiT-Small as the backbone for the
object detection task on the COCO dataset, gaining revenue without compromising its performance.
1. Introduction

With the great success of attention mechanism in natural language
processing tasks, researchers have begun to introduce the attention
mechanism into visual domain to model long-range dependency for
better results, such as object detection [1–3], image classification [4]
and semantic segmentation [5]. However, the computational costs and
memory footprint of vision transformers (ViTs) block their deployment
on resource limited devices such as mobile phones and various IoT
devices.

In the field of model compression, many technologies have been
proposed to reduce the computational costs and memory footprint of
neural networks, such as quantization [6], knowledge distillation [7]
and network pruning [8]. However, these works are focused on con-
volutional neural networks (CNNs). Owing to the substantial architec-
ture differences between CNNs and ViTs, it is not clear whether the
compression technologies of CNNs are equally applicable to ViTs.
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In this case, researchers begin to explore the compression methods
that are suitable for ViTs. For example, [9] lessen the computational
complexity of multi-head self-attention (MHSA) by replacing the global
attention with local attention, [10] employ a pyramid structure to
substitute the original straight tube framework, making transformer
more efficient. Other methods compress the ViTs by removing unimpor-
tant patches [11–13], trimming the insignificant heads [14], changing
the dimension of the patch and dropping entire layer [15]. However,
all the above methods focus their insights on the compression of the
MHSA module without exploring the feed-forward network (FFN). At
the same time, these methods reduce the computational costs without
reducing the memory footprint. As shown in Table 1, the number of
parameters and FLOPs in FFN module exceeds 60% in DeiT [2] and
Swin-Transformer [9], which is far more than that in the MHSA.

In this paper, we propose a pruning method named Multi-Dimension
Compression of Feed-Forward Network in Vision Transformers (MCF),
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Fig. 1. The general overview of MCF process. The CLS Token denotes the class token in DeiT. The FIS denotes the ‘FFN Irregular Sparsity’ and is described in Section 3.2. The
rrows and numbers denote the order of sparsity. Specifically, we first determine the significant elements (purple and green squares) in CLS Token and then feed the corresponding
olumns in the weights and the input of FFN into the FIS together. How to determine the significant elements are described in Section 3.2.
Table 1
FLOPs and parameters proportion in vision transformers.

Model MHSA FFN TYPE

DeiT-Base 6.35G (36%) 11.15G (64%) FLOPs
29.9M (34%) 56.6M (66%) Params

Swin-Base 5.57G (36%) 9.83G (64%) FLOPs
30.9M (35%) 56M (65%) Params

which not only reduces the computational costs but also the number
of parameters of ViTs. Inspired by spectral clustering [16,17], we first
determine the important elements in the FFN module and then prune
it. The general overview of MCF process is shown in Fig. 1. Our
contributions can be summarized as follows:

• FFN Irregular Sparsity: We first design a module to get the
sparse weights, where the insignificant elements are changed to
zero according to how much they contribute to the output of the
FFN.

• Convert to Structure Sparsity: A new method that transforms
the irregular sparsity into a structured sparsity according to the
corresponding relationship between the weight of the FFN and
the input. The detail is described in Section 3.3.

• X-Transformation: After converting to structure sparsity, differ-
ent FFN modules have different transformation rules. To further
accelerate the model, we use an approximation method to per-
form the transformation uniformly. The detail is described in
Section 3.4.

Extensive experiments on ImageNet [18] with Swin-Transformer [9]
and DeiT [2] demonstrate the effectiveness and generality of MCF.
For example, MCF yields around 34.5% FLOPs reduction and 33.9%
memory reduction in DeiT-Small, with little performance degradation
(only 0.5% loss compared to the uncompressed baseline).

2. Related works

2.1. Vision transformers

Although intuitively, the transformer model seems powerless
against the particular inductive bias of spatial association for image-
oriented tasks, it has proven to be as good as CNNs for visual tasks.
VIT [4] first achieves similar or even superior performance on main-
stream classification benchmarks as compared with traditional CNNs.
DeiT [2] uses the distillation to train the transformer model. It proves
57

that the CNN teacher can transfer its inductive bias in a soft way to
the transformer student through knowledge distillation. ConViTs [19]
connects a parallel convolution branch to the transformer branch to add
convolutional inductive bias. Local ViTs [20] and CPVT [21] are also
enhance inductive bias in different ways. Swin-Transformer [9] utilizes
a shifted window along the spatial dimension to model global and
boundary features. Learning from CNN, a pyramid structure replaces
the straight tube structure. T2T-ViTs [10] introduces the hierarchical
transformer first. Reducing image size and increasing dimension by
aggregating adjacent tokens into a single token. There also have some
works to improve the depth of the transformer structure [22] and
transform it into self-supervised learning [23].

2.2. Vision transformer compression

To improve model efficiency, recent works attempt to compress
the vision transformer models via various techniques. DVT [11] and
ToMe [24] combine similar tokens using a general and light-eight
matching algorithm. Dynamic ViTs [13] proposes a dynamic token
sparsification framework to prune redundant tokens progressively and
dynamically based on the input. IA-RED2 [25] and A-vit [26] all use a
learned strategy network to dynamically and hierarchically remove vi-
sual tokens at different levels. PathSliming [12] identifies the effective
patches in the last layer and then uses them to guide the patch selection
process of the previous layer. SViTEs [27] extracts and trains sparse
subnetworks dynamically while maintaining a fixed small parameter
budget. UVC [15] proposes a unified building framework, combining
pruning, layer skipping, and knowledge distillation to reduce the calcu-
lation of the model. Dynamic Spatial Sparsification (DSS) [28] proposes
a dynamic token sparsification framework to prune the redundant
tokens. Almost all VIT acceleration is token-based and reduces the
calculations only. Nevertheless, the computation of the linear layer is
also not negligible. So we aim to reduce the complexity of the FFN
module by reducing the input dimension and hidden dimension.

3. Method

MCF has three steps in the pruning process: FFN Irregular Sparsity,
Convert To Regular Sparsity, and X (input) Transformation. In this
section, we first review the vision transformer briefly and then illustrate
the three steps of MCF separately.

3.1. Vision transformer architecture

ViTs perform tokenization by dividing the input image into patches

and projecting each patch to a token embedding. Meanwhile, an extra
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Fig. 2. An example of FIS and CRS on FFN computation. (a) shows the computation of an FFN for a given input and the basis for the sparsification of the weights. (b) describes
he transformation of the resulting irregular sparsity into regular sparsity with the same transformation of the input X.
t
𝑚

1

4
i
l
F
a
e
c
A
t

lass token [𝐶𝐿𝑆] is added to the set of image tokens and is responsible
or aggregating global image information and final classification. All of
he tokens are added by a learnable vector (i.e., positional encoding)
nd fed into the sequentially-stacked transformer encoders consisting
f a MHSA and a FFN. MHSA uses attention mechanism to learn
he relationship between each patch. FFN enhances patch information
hrough dimensional changes and non-linear module.
Notations. We use 𝑋𝑙 ∈ R𝑃×𝐶 to represent the input feature map

f the 𝑙th FFN layer. 𝑃 is the patch number and 𝐶 is embedding
imension. Let 𝑊𝑙,1 ∈ R𝐶×4𝐶 and 𝑊𝑙,2 ∈ R4𝐶×𝐶 denote the weights

of the 𝑙th FFN layer. Based on these definitions, FFN calculation can be
described as:

𝑋(𝑙+1) = 𝜎(𝑋𝑙𝑊𝑙,1)𝑊𝑙,2, (1)

where 𝜎 is the activation function. For simplicity, we omit the bias term
of FFN module, which can easily be generalized to the whole equation.

3.2. FFN Irregular Sparsity (FIS)

FIS explores the irregular sparsity topology in FFN module of vi-
sion transformers. For the weights with the FFN, we first obtain its
importance matrix and then change the insignificant elements to zero
according to this importance matrix. For the convenience of under-
standing, we only use one picture to illustrate the generation of the
importance matrix. Normally the size of input X of FFN module is
𝑃 × 𝐶, however [𝐶𝐿𝑆] aggregates the information from other tokens of
this image, so we use [𝐶𝐿𝑆] instead of the whole input of FFN module
(Swin-Transformer without class token we use the average of multiple
patches) to facilitate our sparse computation.

As illustrated in Fig. 2(a), each element in �̂�𝑙+1 is the product of the
rows of 𝑋 and the columns of 𝑊𝑙,1. In accordance with the process of
matrix multiplication, the elements �̂�𝑙+1(0, 0) can be described as the
sum of C elements:
�̂�𝑙+1(0, 0) = 𝑋 ⊙𝑊 𝑇

𝑙,1(0)

= 𝑋(0) ∗ 𝑊 𝑇
𝑙,1(0, 0) +⋯ +𝑋(𝐶) ∗ 𝑊 𝑇

𝑙,1(0, 𝐶)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

𝐶

(2)

where ⊙ indicates the Hadamard product operator. Looking at the
intermediate values (𝑋(0) ∗ 𝑊 (0, 0), 𝑋(1) ∗ 𝑊 (1, 0),… , 𝑋(𝐶) ∗
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𝑙,1 𝑙,1 a
𝑊𝑙,1(𝐶, 0)), we observed that some values are three or four orders of
magnitude different from the final value, so we can safely change them
to zero without affecting the final value. Based on this, we obtain a
mask of weights, where the corresponding position is zero and the rest
is one. However, such a mask is closely related to the input. We use
multiple images and add up the mask obtained each time to get the
importance matrix 𝐼(𝑖). We formulate this process as follows:

𝐼(𝑖) =
𝑆
∑

𝑗
𝛹 (𝑋 ⊙𝑊 𝑇

𝑙,1(𝑖)), 𝑖 ∈ (0, 4𝐶)

𝛹 (𝑧) =

{

0, 𝑚 < 𝑧 < 𝑛
1, 𝑜𝑡ℎ𝑒𝑟𝑠

(3)

in which S is the tiny dataset (1024 images) that we used to calculate
the mask. The function of 𝛹 (⋅) is to set the elements that satisfied the
hreshold condition to zero. For a certain layer, we get two thresholds

and 𝑛 based on its connection weights’ average absolute value and
variance.

After getting the importance matrix, we sparse the weights accord-
ing to the pruning ratios. Specifically, the sparse process of the weight
𝑊𝑙,1 can be described as the following formula:

𝑊 ′
𝑙,1 = 𝑊𝑙,1 ⊙ ℎ(𝐼), ℎ(𝑥) =

{

0, 𝑥 < 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑
1, 𝑜𝑡ℎ𝑒𝑟𝑠

(4)

where ℎ(⋅) changes some elements in each column to 0 and the rest to
according to the pruning ratio.

Further, the size of �̂�𝑙+1 is 𝑃 × 4𝐶, which means we have to perform
C operations on a single image to get the mask of FFN weights. This
s undoubtedly resource-intensive. To simplify each sparse process, we
ook for essential parameters and use them to guide the sparsity of
FN. Each image has a category with the highest corresponding score
nd based on the score categories we derive the critical elements in
ach layer from back to front. According to matrix multiplication, each
omponent of the CLS corresponds to a column of the weight matrix.
s shown in Fig. 1, the crucial elements of CLS in the output are used

o qualify the essential columns in the weight matrix. These columns

nd the CLS will be involved in the FIS operation.
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Table 2
Comparison of the vision transformers compressed by MCF with different benchmarks on ImageNet.

Model Method Top-1 FLOPs FLOPs Params
Acc. (%) (G) (G) ↓ (%) (M)

DeiT-Tiny

Baseline 72.2 1.3 0 5.72
UVC [15] 71.3(−0.9) 0.64 −50.8 5.72
SCOP [29] 68.9(−3.3) 0.8 −38.4 5.72
SVITE [27] 70.12(−2.08) 0.99 −24.0 5.72
HVT [30] 69.7(−2.5) 0.64 −50.8 5.74(+0.02%)
WDPruning [31] 71.1(−1.1) 0.9 −30.8 3.8(−29.6%)
MCF(Ours) 71.5(−0.7) 0.72 −42.0 3.87(−33.3%)

DeiT-Small

Baseline 79.8 4.6 0 22.05
UVC [15] 79.44(−0.36) 2.7 −42.4 22.05
PathSliming [12] 79.4(−0.4) 2.6 −43.5 22.05
SVITE [27] 79.22(−0.58) 3.14 −31.7 22.05
HVT [30] 78.0(−1.8) 2.4 −47.8 22.09(+0.04%)
IA-RED2 [25] 79.1(−0.7) 3.22 −30.0 22.05
ToMe [24] 79.4(−0.4) 2.7 −42.4 22.05
DSS [28] 79.3(−0.5) 2.9 −37.0 22.05
MCF(Ours) 79.4(−0.4) 2.5 −45.9 14.67(−34%)

Swin-Base

Baseline 83.41 15.4 0 86.8
SPViTs [32] 82.8 (−0.6) 12.1 −21.4 72.2(−16.8%)
STEP [33] 80.6(−2.8) 12.1 −21.4 69.3(−20.2%)
MCF(Ours) 82.9(−0.5) 11.2 −27.3 64.5(−26.5%)
Table 3
Ablation study on the modules implemented in MCF. X-T denotes the X-Transformation.

Method DeiT-Small

FIS CRS X-T Top-1 (%) FLOPs (G) Params (M) Throughput (image/s)

✗ ✗ ✗ 79.8 4.6 22.05 524
✓ ✗ ✗ 79.7 4.6 (↓ 0%) 22.05 (↓ 0%) 524 (↑ 0%)
✓ ✓ ✗ 79.4 3.5 (↓ 23.9%) 16.5 (↓ 25.2%) 956 (↑ 82%)
✓ ✓ ✓ 79.3 3.0 (↓ 34.7%) 14.67 (↓ 33.5%) 1471 (↑ 180%)

Direct pruning 70.2 3.0 (↓ 34.7%) 14.67 (↓ 33.5%) 1471 (↑ 180%)
i
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Fig. 3. Final structure. Primitive structure is shown in Fig. 2(a).

3.3. Convert to Regular Sparsity (CRS)

After the FIS operation, we get irregular sparse weights. Such
weights have no acceleration effect in inference without special hard-
ware or library. This can be addressed with structured pruning that can
achieve practical acceleration without specific software and hardware
design, so irregular sparsity must be changed to regular sparsity.

In the computation of the FFN, the inputs and weights are calculated
in one-to-one correspondence, i.e., if any two values in X are swapped
in position, those same two values in the weights are also swapped in
position, with no effect on the final result. As shown in Fig. 2(b), we
place the zeros in the weights at the end of the row and move the rest
of the elements up in order to facilitate cropping. At the same time,
X is also panned and changed. The experiments illustrate that we can
safely trim these zeros without affecting the final result.

3.4. X-Transformation

There still have two problems hinder the acceleration of the model.
On the one hand, each linear layer of FFN has different sparse rules,
59
and the input of each linear layer needs to be changed accordingly.
In this process, there is extra computational consumption and memory
consumption. Therefore, a uniform variation is sought to replace the
complex and tedious change of input in the inference. In the case
of X-pruning, we look at the inference process for plenty of images.
We found that almost all the cropped pixels were at the edges of the
image, which is consistent with the original experience that removing
background-related pixels does not affect the final result.

On the other hand, every linear layer in the FFN has to be changed,
which destroys the integrity of the FFN. The function of FFN module
is to enhance the information between patches and increase the non-
linearity of the model, with a dimensional change of (𝐷 ⇒ 4𝐷 ⇒ 𝐷). It
s undoubtedly somewhat tedious to perform two changes in one FFN
odule. The output dimension of the first module could be reduced as
ell, making the FFN module more uniform. As our pruning changes

he output of each linear layer, its dimensionality is the same as the
riginal. However, the FFN module consists of two linear layers and an
ctivation function that acts as a whole. Trimming the input of each
inear layer corrupts the continuum integrity of the FFN module. The
utput of the first linear layer is the input to the second linear layer, and
he output dimension of 𝑊𝑙,1(4𝐷) is pruned so that its output dimension
atisfies the input of the second linear layer. we trim each input to
he linear layer first, as shown in Fig. 2(b), every cross is cut out. The
lement in 𝜎(�̂�𝑙+1) that is cropped also corresponds to the column in
𝑙,1, so we can cut out the column in 𝑊𝑙,1 that corresponds to the input.

The overall structure of pruned FFN module is shown in Fig. 3.

4. Experiments and analysis

4.1. Datasets and metrics

We conduct image classification experiments on the ImageNet [18]
and object detection experiments on COCO [34]. Our method is imple-
mented on DeiT-Tiny/Small/Base [2] and Swin-Transformer [9] model.
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Table 4
Ablation studies of Throughput.

Ablation DeiT-Tiny DeiT-Small DeiT-Base

Baseline 1230 524 194
Throughput ↑ 3476(182%) 1471(180%) 505(160%)

Table 5
DeiT-Small as the backbone of detection.

Detection Backbone AP (%) Params (M) FLOPs (G)

YOLOS-S DeiT-S(original) 36.1 30.7 194
DeiT-S(pruned) 36.0 23.9 140

DeiT has the same architectures as ViTs, except for an additional
distillation. Swin-Transformer has a shifted window along the spatial
dimension to model global and boundary features, and a backbone with
a deep backbone structure. Our metrics are accuracy, parameters, and
FLOPs.

4.2. Baseline pruning methods and implementation

In order to demonstrate the effectiveness of our method on com-
pression, we compare our method with the latest compression methods
including IR-RED2 [25], PathSliming [12], UVC [15], SVITE [27],

VT [30], WDPruning [31], ToMe [24], DSS [28] and SCOP [29].
Our compressed model can get in one training session. It is divided

nto three Small parts. First, we sparse the FFNs sequentially from back
o front, performing FIS operations on one FFN per epoch. (This will
o through a dozen epochs). Then the X-Transformer phenomenon we
bserved is applied to the inference process. The remaining rounds
ompensate for the loss in the compression process. As mentioned
bove, we mainly follow the training setup of Swin-Transformer [9],
xcept for a relatively small learning rate, which facilitates the sparsity
f the pre-trained model.

.3. Comparison with the state-of-the-art methods

The main results are listed in Table 2. We note that the current
ethods are aimed at reducing the number of floating-point calcula-

ions, and there is no way to reduce the number of model parameters.
CF reduces the number of floating point calculations by the same

mount as other methods while further reducing the parameters by
bout 40%, with guaranteed performance.

In DeiT-Tiny compression, MCF cuts 42.0% of the FLOPs and 33.3%
f the parameters while losing only 0.7% accuracy. In particular, the
atest SVITE reduces the FLOPs by 24%, but its accuracy drops by
.08%. HVT reduces the FLOPs by 50% and increases parameters by
.02M with 2.5% accuracy drop. MCF outperforms other methods both
n terms of accuracy and parameters. In DeiT-Small compression, MCF
as a similar performance to the PathSliming, ToMe, and DSS, with
nly a 0.4% accuracy drop and a 40% FLOPS drop, but they have no
eduction in the number of parameters. Compared to UVC, SVITE, MCF
as a significant advantage in terms of the number of parameters, while
ur inference speed and performance are equal to theirs. In Swin-Base,
CF outperforms SPViTs and STEP, achieving the greatest compression

atio with the least performance loss. These experiments demonstrate
he effectiveness of our method.

.4. Ablation and throughput study of MCF

As MCF deploys three different approaches to the model compres-
ion process in sequence, it would be natural to question whether
ach moving part is necessary for the pipeline and their respective
ontributions to the final results. Also, explore how much acceleration
60

uch compression can provide in hardware.
We conduct ablation study in DeiT-Small, the results are presented
in Table 3. We first present the result when we only conduct FIS
on DeiT-Small to get the irregularly sparse model. There is only a
0.1% accuracy drop, indicating that our sparse method has little im-
pact on the performance of the model. However, the FLOPs, Params
and Throughput of DeiT-Small have no improvement compared to
the original model. So we need to transform irregular sparsity into
regular sparsity and prune it to obtain substantial acceleration. Using
FIS and CRS without X-Transformer, the computational effort is re-
duced by 25%, the number of parameters is reduced by 25%, and the
Throughput is increased by 82%. For further acceleration, we propose
X-Transformation to release the extra overhead caused by transforming
the inputs. The reduction of FLOPs and Params in the fourth row of the
table demonstrates the effectiveness of X-T. In the last row, we do not
use any method to compress the model. The performance is reduced by
9% compared to the baseline.

As shown in Table 4, the Throughput has increased significantly af-
ter compression. In DeiT-Tiny, the Throughput has increased from 1230
to 3467 images/s, while DeiT-Small and DeiT-Base have also increased
by almost 200%. The experiments of Throughput were carried out with
a GPU Titan RTX (24 GB) with a batch size of 64.

4.4.1. Downstream task: object detection
Although many pruning methods perform well in classification,

there is no way to measure whether this compression affects their
usage in downstream tasks. We apply the compressed model to object
detection on COCO [34] dataset and estimate that it performed well in
downstream tasks. The results are shown in the Table 5. The reduction
in resource consumption is 30% with only 0.1% AP drop. Our training
follows this YOLOS-S [35] training method precisely, except that the
backbone is replaced with a pruned model.

5. Conclusion

In this work, we propose a novel pruning method to reduce the
resource consumption of ViTs. MCF has three components, FIS, CRS,
and X-Transformation. The effectiveness of our method is verified
on classification and detection tasks with DeiT and Swin-Transformer
models, and the results show that VRF significantly reduces the size and
computational costs of the model without affecting its performance.
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